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Abstract

The development of solid electrolytes with better conductivity is crucial to meet the
future energy demand and improve safety standards of today’s battery and capaci-
tor technology. Dispersed ionic conductors is a class of composite solid electrolytes,
made out of a conductor and an insulator, in which conductivity enhancements of
orders of magnitude can be observed at different insulator concentrations. In this
work, dispersed ionic conductors are investigated both experimentally and theoret-
ically to understand fundamental mechanisms of their unique electrical properties
and determine important factors which can contribute to better conductivity in these
materials.

For experimental studies, lithium borate/silica composites, 40 wt% SiO2 with
x·Li2O + (1 − x)·B2O3, x = 0.33, 0.50, were explored with the goal of achieving Li-
ion conductivity enhancements across batches with different compositions and pro-
cessing steps. Enhancements across different batches were observed and all samples
yielded higher conductivity than literature values for pure lithium borate conductors.
Impedance spectroscopy results were also modelled through heuristics-derived brick-
layer circuit models, the theoretical model (TM) and approximation model (AM),
with results showing remarkable precision and accuracy of the simple models to ana-
lyze impedance data.

For theoretical studies, a rigorous framework based upon effective medium ap-
proximation (EMA) and percolation theory was developed to model general compos-
ite materials of arbitrary number of components. Solution was developed specifically
for dispersed ionic conductors and applied to study percolating behaviors as well as
impedance spectra of the classic LiI− Al2O3. The EMA framework showcases its
practical usefulness in understanding the influence of each component in the com-
posite towards frequency-domain electrical characteristics. Both experimental and
theoretical studies elucidate important factors related to compositional, microstruc-
tural, and phase control that can help guide both experimentalists and theorists to
develop better dispersed ionic conductors.
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Chapter 1
Background

1.1 Superionic and Dispersed Ionic Conductors

Li-ion solid-state conductors are promising replacements for current organic-based

liquid electrolytes used in commercial Li-ion batteries. However, the relatively poor

ionic conductivity of these solid state electrolytes presents a barrier to successful

commercialization. There is a myriad of crystalline structures that are reported

to have Li-ion conduction. Some of these include garnet-type Li7La3Zr2O12 [10]

and Li5La3M2O12 (M = Nb, Ta) [11], thio-LISICON [12], Li2S− P2S5 [13], per-

ovskite La0.5Li0.5TiO3 [14, 15], NASICON [16], Li1.4Al0.4Ge1.6(PO4)3 [17], and LISI-

CON (Li2+2xZn1−xGeO4) [18]. These materials have unique crystal structures and

Li-doping to create the best Li-ion conduction pathways. However, most of these

materials have room temperature conductivity values in the range of 10−5 − 10−3

S cm−1, which are considerably lower than commercial organic liquid electrolytes,

which have conductivity values at the order of 10−1 − 10−2 S cm−1 at room temper-

ature. There are superionic conductors that have conductivity values at the order of

10−2 S cm−1 which rival the commercial liquid electrolytes, such as Li10GeP2S12 [19],

Li10SnP2S12 [20], Li10Si2PS12 [21], and Li9.54Si1.74P1.44S11.7Cl0.3 [22].

An alternative strategy for increasing ionic conductivity is to synthesize compos-

ite or multiphase conductors. Among these composite conductors, dispersed ionic
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Figure 1.1: LiI− Al2O3 system, a classic dispersed ionic conductor. Adapted from
Ref. [1]

conductors gave an important class of such materials. Dispersed ionic conductors are

composite conductors made from conducting and insulating constituents. Despite

having an insulator, the formation of space charge regions at the interfaces of the

grains between the conductor and insulator causes the promotion of more vacancies

or interstitials by attracting the mobile ions, effectively changing the concentration

profiles of the conducting species and thus creating fast conduction pathways near

the interface [5]. A more comprehensive review for the mechanism can be found

elsewhere [23].

When the optimized volume fraction and phase distribution of an insulating phase

is given, a conduction enhancement by orders of magnitude can be observed. The very

first reported dispersed ionic conductor was a lithium-based system, a LiI− Al2O3

composite, shown in Fig. 1.1, reported an order of magnitude higher conductiv-

ity at 25 oC and Arrhenius behavior within a temperature range of −40 oC to

100 oC [1]. Other systems including AgI− Al2O3 (0-40 mol% of Al2O3, 25 − 150
oC) [24], CuCl− Al2O3 (0-30 mol% of Al2O3, 25−400 oC), shown in Fig. 1.2 [2], and

CaF2 − Al2O3/BaF2 − Al2O3 (0-40 mol% of Al2O3, measured at 500 oC) [25], were

reported to have Arrhenius behavior and conductivity enhancements up to two orders
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Figure 1.2: CuCl− Al2O3 system, another classic dispersed ionic conductor. No-
tice that at low temperatures, conductivity maximum is achieved while at higher
temperatures this was not achieved, contributing to a non-Arrhenius behavior. This
phenomenon is one of the many that has to be taken to account in the development
of models for dispersed ionic conductors. Adapted from Ref. [2]

of magnitude. It is important to note the range of Arrhenius behavior because many

of these materials exhibit non-Arrhenius behavior due to the significant presence of

space charge layers at low temperatures. For a list of these dispersed ionic conduc-

tors and other composite systems, review articles and other literature can be found

elsewhere [26,27].

More recently, the concept behind dispersed ionic conductors and space charge

regions is being applied to nanocrystalline conductors and multi-component oxides

/insulator composites. An example of a Li-ion composite nanocrystalline conductor

is the Li2O− B2O3 system [4, 28], in which both Li2O and B2O3 formed two differ-

ent nanocrystalline phases instead of a single lithium borate phase. The data that

were obtained can be found in Fig. 1.3. A strong functional dependence for its

conductivity was found for B2O3 composition and grain size, a consequence of in-

creased defects in the interface. Furthermore, in a study of multi-component oxides

/insulator composites, silica was added from 0-6 vol% as an insulating phase to the
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Figure 1.3: A Li2O− B2O3 system, nanocrystalline (white) and microcrystalline
(black), at two different temperatures. The curves represent best fit of the ’continuum
percolation’ model, which may be found in Ref. [3]. Data is adapted from Ref. [4]

.

perovskite La0.5Li0.5TiO3 phase [29], and a blocking effect was observed since the op-

timal silica concentration was not reached. Another dispersed ionic conductor with a

multi-component oxide is Li2SO4 − Al2O3, where both proton and Li-ion conduction

exist, contributing to a conductivity of 10−2 S cm−1 at 500 oC [30].

1.2 Theoretical Developments

There are incredible amount of mathematical models put forth to explain the phe-

nomena in dispersed ionic conductors. Rather than classifying the attempts based

on what particular theory/mathematical technique they used, it is much easier to

understand them in terms of two different levels: microscopic level and macroscopic

level. While most methods fall in both categories, almost all of them will focus more

in one category than the other.

At the microscopic level, the modeling focuses on formulating the exact mechanism

of the conductivity enhancement. Assigning space-charge layer as the underlying

mechanism came early during the studies of a CuCl− Al2O3 system [2]. The early

proposed model is only qualitatively correct in predicting the non-Arrhenius behaviors
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Figure 1.4: Fitting from the space charge layer model developed by Maier [5]. In
dispersed ionic conductors, low activation energy is observed before it transitions to
a higher activation energy corresponding to the bulk conductivity.

and dilute concentration dependence. Thus, an early improvement was made although

the model is still limited to dilute insulator concentrations [31]. Later on, space

charge layer models were improved even further with Maier’s theoretical studies which

include not only the analysis on dispersed ionic conductors but also on general two-

phase composites and polycrystalline materials [5, 23, 32–35]. These developments

were significant because they connect the existence of space charge layers to interfacial

defect chemistry, which currently stands as the chief microscopic mechanism for the

space charge layer model. More recently, the space-charge layer model have been

extended with more advanced computer simulations to extend the results in 3D space

[36,37].

It is worth noting that for some dispersed ionic conductors, a secondary phase

might form at the interface as a result of the interfacial defect chemistry, which maybe

crystalline or amorphous [38, 39]. The existence of such phases at the interfaces was

later confirmed in some studies, although composition was difficult to determine at
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the time [40, 41]. The most comprehensive treatment for this particular behavior

came with a paper by Jiang and Wagner [39], where an expression similar to the ones

derived by Maier was made for the existence of secondary amorphous phase.

The richest development of models for dispersed ionic conductors came at the

macroscopic level, which try to explain the trends in DC conductivity as a function

of insulator concentrations. The surmounting difficulty for this task is due to diverse

behaviors of these conductivity/concentration graphs, where conductivity maxima

and trends came in a wide variety of shapes. And thus, it is important to create a

’mixing rule’ for the conductor, insulator, and space charge layer from first principles

that agrees with the wide variety of experimental observations. The most rigorous

and successful type of modeling came through the use of statistical mechanics, in

particular percolation theory, which is a physical and mathematical theory that treats

the macroscopic behavior of connected clusters.

In a study of a bond percolation model, a hypothetical 2D dimensional square

lattice and 3D cubic lattice dispersed ionic conductor was studied through Monte

Carlo simulations, which has a conducting bond, an insulating bond, and an en-

hanced conducting bond representing the space charge layer [42]. With the bond-

percolation approach, it was found that a dispersed ionic conductor would exhibit

two transitions: interface percolation, the composite attain a state of conductivity

enhancement, and the conductor-insulator transition, where the composite starts to

behave as an insulator. It is later recognized, however, that not only the Monte Carlo

method is numerically taxing, volume fraction equations that depend upon primitive

square/cubic lattices are too simplified to describe the complex geometry of real mate-

rials. Thus, the Monte Carlo approach was replaced with a real-space renormalization

group approach [8] and later on, with the effective medium approximation [3, 43].

The effective medium variant of the percolation model is important because closed-

form expressions can be obtained that would be able to reproduce results from heavy

computer simulations. While initially it was used to reproduce results in 2D and 3D

simple lattices [43], an extension to include effects of overlapping insulator particles

was made and dubbed the ’continuum percolation’ model which allows it to create

a more diverse set of curves that can be used to perform non-linear regression in a
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Figure 1.5: A summary of percolation model showing Monte Carlo simulation
(MCS) and effective medium approximation (EMA) for 2D square lattice. The perco-
lation model allows the transitional behavior from being a conductor to an enhanced
conductor to an insulator properly. Adapted from Ref. [6]

conductivity/concentration data [3,4], as shown in Fig. 1.3. Both the simplicity and

effectiveness of the effective medium variant of percolation model leads to independent

formulations of effective medium theories for dispersed ionic conductors [44–47], which

are based upon a two-fold application of a two-phase effective medium theories and

hence, less rigorous than percolation-based effective medium theories.

While many models have been made to address conductivity as a function of tem-

perature and phase concentration, only a relatively small amount has been done to

extend them to frequency domain. This is despite of the fact that frequency-domain

characterization tools such as impedance spectroscopy is one of the most popular

electrical characterization tools to probe microscopic phenomena. Most theoretical

studies indicate abrupt changes in dielectric behavior when the dispersed ionic con-

ductor comes near to any of the percolation thresholds, such as maximum peaks and
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Figure 1.6: Behavior of static capacitance/dielectric constant, adapted from Ref. [7].
Dotted data come from Ref. [8]. Notice that a peak is achieved at interface percolation
and a singularity is achieved for conductor/insulator transition.

singularities [7, 8, 46]. The effective medium approximation made from percolation

theory was later extended to frequency domain under the stochastic transport the-

ory scheme, where it was found that percolating paths intrinsically have their own

dispersive and capacitive element, that can be shown in Nyquist plots and producing

asymmetric curves in the electrical modulus plots [7]. Fig. 1.6 shows the results of

the frequency domain studies from Ref. [7].
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1.3 Outline of Work

The main objective of this work is to study the fundamental mechanism of conduc-

tivity enhancements in dispersed ionic conductors and derive some important factors

which can contribute to better conductivity. Meeting this objective requires a holistic

investigation which includes both experiment and theory :

1. Experiment : Studies need to be conducted to comprehensively review the effects

of fabrication steps, such as sintering and milling. Thus, lithium borate/silica

composites, 40 wt% SiO2 with x·Li2O + (1 − x)·B2O3, x = 0.33, 0.50, were

explored where different batches named micron and nanoscale were made. Ex-

tensive characterization is performed to study the phase, microstructure, and

electrical properties of these materials.

2. Theory : The lack of rigorous yet simple mathematical model that connect (1)

insulator concentration and (2) frequency dependence needs to be addressed. To

address this issue, the problem of modeling composite materials with arbitrary

number of components was tackled instead, from the point of view of effective

medium approximation (EMA) and percolation theory. Key concepts such as

random AC networks and lattice Green’s functions are intimately connected to

the rigorous foundation of the derived final model for dispersed ionic conductors.

Chapter 2 will discuss the experimental study conducted on these lithium/borate

silica composites. Chapter 3 will discuss the theoretical study conducted to derive the

general effective medium approximation framework for composite solid electrolytes.

Some content of this thesis has been adapted with permission from the following

publication:

• Hasyim, M. R., S. S. Berbano, R. M. Cleary, M. T. Lanagan, D. K.

Agrawal (2017), ”Impedance spectroscopy modeling of lithium borate with

silica: A dispersed ionic conductor system,” Ceramics International, 43(9), pp.

6796-6806. http://doi.org/10.1016/j.ceramint.2017.02.097. See Ref. [48].



Chapter 2
Impedance Spectroscopy Study of

Lithium Borate/Silica

In this work, a lithium borate, x · Li2O + (1− x) · B2O3 (x = 0.5,0.33) −SiO2 system

was synthesized, which shall be denoted as lithium borate/silica composites. These

composites are synthesized to observe conductivity enhancements as function of pre-

cessing methods in a similar vein with previous studies [4] as well as analyzing the

dispersive phenomena in their impedance spectroscopy data. Later in Section 2.3,

an analytical circuit model will be derived through heuristics arguments based upon

careful consideration of the microstructure and phase characterization. In particular,

deviations from classical impedance plots will be explained carefully through proper

choices of circuit elements, each of which has an assigned physical and microstructural

meaning to them.

Microstructural and phase characterizations consisting of scanning electron mi-

croscopy (SEM), energy dispersive X-ray spectroscopy (EDS) and X-ray diffraction

(XRD) were used to confirm the successful synthesis of the lithium borate/silica com-

posites. Consequently, impedance spectroscopy measurements were used to support

the newly proposed models based upon two aspects: (1) goodness of fit, (2) unique-

ness of the fit, and (3) their ability to reproduce essential results necessary to verify

the existence of the dispersed ionic conductor phenomena.
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2.1 Materials and Methods

The lithium borate/silica composite materials were synthesized and categorized based

upon size reduction processes. There were two distinct batches; the first batch, named

micron batch, utilized amorphous fumed silica and a 24 h ball milling to mix the two

powders together while the second batch, named nanoscale batch, sought to reduce

the particle size down to submicron-to-nanoscale lengths by high-energy planetary

milling for 8 hr, a method that has shown to increase ionic conductivity by several

orders of magnitude [49]. In addition, 20 nm silica nanopowder was used for the

nanoscale batch. Different lithium oxide/boron oxide mole ratios/fractions were also

explored. Two mole ratios will be used: R = 1.0 corresponding to x = 0.50, and

R = 0.5 corresponding to x = 0.33. The silica constituent was fixed at 40 wt%. In

later sections, a sample will be referred to its mole fraction and batch, e.g., x = 0.50

nanoscale sample. Table 2.1 summarizes the different types of samples across the two

batches along with the naming conventions for them.

Table 2.1: Naming conventions for the lithium borate/silica samples. All samples
undergo identical ceramic fabrication process as prescribed in Fig. 1. Optimization
is based on size reduction principle. *a variant named x = 0.33, nanoscale-S was
created by sintering the sample at 550 oC and sputtering the Ag electrode instead of
co-firing.

Ratio of nLi2O/nB2O3 R = 0.5 (x = 0.33) R = 1.0 (x = 0.50)

Micron batch
24 h ball-milling
amorphous silica

x = 0.33 micron x = 0.50 micron

Nanoscale batch
8 h planetary milling
amorphous nanosilica

x = 0.33 nanoscale
x = 0.33 nanoscale-S*

x = 0.50 nanoscale

Lithium carbonate (99.998% Alfa Aesar), boric acid (99.99% Alfa Aesar), amor-

phous fumed silica (99.8% Alfa Aesar), and nano− SiOx amorphous (99.5%, x = 1.2

to 1.6, Nanostructured and Amorphous Materials, Inc.) were used as obtained. Sto-

ichiometric mixtures of lithium carbonate and boric acid were calcined at 700 oC for

1 h, ramped from room temperature at a rate of 3 oC/min, yielding a white fluffy

powder. The white powder was then ball milled for 24 h, melted at 1000 oC, ramped
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from room temperature at a rate of 3 oC/min, and melt-quenched to produce a clear

lithium borate glass. The glass was grounded in a mortar and pestle then ball milled

for 24 h to produce a fine amorphous white powder.

Figure 2.1: Fabrication steps for the lithium borate/silica glass-ceramics. Temper-
atures within each step correspond to peak temperatures of the heat treatments. *
550 oC sintering with sputtering was done with x = 0.33 nanoscale-S sample only.

For the micron batch, amorphous fumed silica was introduced to the newly syn-

thesized amorphous powder after melting and prior to the 24 h ball milling. After

ball milling, the powder was pressed into a pellet at a pressure of 155 MPa for 5

minutes and 232 MPa for 3 minutes subsequently using a uniaxial press and sintered

at 700 oC for 1 h. Ag thick film paint was painted on the pellets and co-fired in a

tube furnace with the pellets at 700 oC in Ar (80 cc/min). For the nanoscale batch,

amorphous nanosilica was introduced followed by 8 h high-energy planetary milling

to produce the two-phase mixed powder. These samples followed the same press-

and-sinter process and electrode co-firing, with the exception of one sample (x = 0.33

nanoscale-S) which was sintered at a lower temperature (550 oC for 1 h) and elec-
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trodes were sputtered to avoid the high-temperature co-firing process. This special

variation was conducted to observe phase-change and re-crystallization effects. Fig.

2.1 summarizes all the steps required in fabricating the composite material for the

two different batches. Fig. 2.2 shows the locations for the sample’s compositions in

an equilibrium phase diagram. The phase diagram will be helpful in identifying any

anomalies in XRD patterns.

Figure 2.2: Location of synthesized lithium borate/silica composites in an equilib-
rium ternary phase diagram for x = 0.50 and x = 0.33.

Impedance spectroscopy was conducted in a temperature-controlled chamber from

1 MHz 0.01 Hz with temperature ranges that varied depending on the samples,

typically 200-500 oC. X-ray powder diffraction (XRD) data were obtained using a

Ni-filtered Cu Kα radiation source (PANalytical Empyrean). The 2θ range was set

to be 5-70o degrees with a step size of 0.026 2θ/min. Scanning electron microscopy

(SEM) was utilized (FEI Nova NanoSEM 630 FESEM) and energy dispersive x-ray

spectroscopy (EDS) was conducted to observe elemental distributions in the samples.

For SEM imaging, samples were fractured and prepared inside a non-conductive epoxy

resin, as well as polished and coated with iridium to avoid charging.
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2.2 Microstructural and Phase Characterization

Figure 2.3: XRD patterns for samples with ratio R = 0.5 or x = 0.33 (• - Li2B4O7;
N - SiO2; ? - Ag).

Fig. 2.3 shows the X-ray diffraction patterns for samples with R = 0.5 or x =

0.33 for the micron and nanoscale samples. Two separate crystalline phases were

identified, lithium tetraborate Li2B4O7 and quartz silica. With these XRD results, it

also confirmed that a crystallization process occurred within the composite material,

starting from glassy lithium borate and amorphous silica powder. Furthermore, the

special sample (x = 0.33, nanoscale-S) missed quartz silica peaks within its spectra.

This evidence suggested further that the silica phase in these composite materials

re-crystallized during the sintering or the electrode co-firing step. In addition, from

previous studies of Li2O− B2O3 and Li2O− B2O3 − SiO2 phase diagrams [50, 51],

provided also in Fig. 2.2 (see page 13), the x = 0.33 composition (weight fractions

of 0.400 for SiO2;0.106 for Li2O; 0.494 for B2O3 and mole fractions of 0.385 for SiO2;

0.205 for Li2O; 0.410 for B2O3) should be exactly in the binary join of SiO2 and

Li2O-2B2O3 (LB2). Thus, in this particular ratio and/or composition, the phase

composition that was sought through nonequilibrium processing matches with the

equilibrium phase composition.
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Figure 2.4: XRD patterns for samples with ratio R = 1.0 or x = 0.50 (• - Li2B4O7;
N - SiO2; F - Ag; � - Li2Si2O5; � - Li2SiO3; H - LiBO2).

Fig. 2.4 (see page 15) shows X-ray diffraction patterns for samples with R = 1.0 or

x = 0.50 for the micron and nanoscale samples. Based on stoichiometry and previous

result on x = 0.33, samples were expected to contain lithium metaborate LiBO2 and

quartz silica phases only. However, peak analysis indicated that multiple phases had

been formed. These phases included lithium borates (Li2B4O7 and LiBO2), lithium

silicates (Li2Si2O5 and Li2SiO3) and quartz silica. Referring to the same phase di-

agram [50, 51], the x=0.50 composition (weight fractions 0.400 for SiO2; 0.180 for

Li2O; 0.420 for B2O3 and mole fractions of 0.356 for SiO2; 0.322 for Li2O; 0.322

for B2O3) should be in a phase field with SiO2 (S), Li2O-2SiO2 (LS2), and Li2O-

2B2O3 (LB2) phases, albeit very close to the binary join of LS2 and LB2. While the

non-equilibrium processing methods helped in retaining the lithium metaborate (LB)

phase, the higher lithium content of the x=0.5 samples provided a path for reaction

with silica, allowing additional lithium silicate (LS2) and borate (LB2) phases to be

observed in the XRD patterns. Furthermore, due to how close the composition is to

the binary join, uncertainty in the actual composition provides a possibility that the

x=0.50 sample lies in the neighboring phase field with Li2O-SiO2 (LS), Li2O-2SiO2

(LS2), and Li2O-2B2O3 (LB2). This would explain why lithium metasilicate (LS) was

observed in the XRD patterns.
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Figure 2.5: SEM images of x = 0.33, nanoscale (left) and x = 0.33, micron (right)
polished cross-sections. Lighter region is the silica rich phase while the darker region
is the lithium borate rich phase. Numberings on SEM images correspond to the
sample point EDS spectra in Fig. 2.6.
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Figure 2.6: Sample of compiled EDS spectra for x = 0.33 nanoscale and micron
samples. For the nanoscale sample, the phases were homogeneously distributed mak-
ing EDS point spectra vary widely. Hence, an almost identical elemental distribution
for two different regions can be observed. Meanwhile, the micron samples gave a
better elucidation of elemental distribution.

Fig. 2.5 (see page 16) provides the SEM images for micron and nanoscale samples

at x = 0.33, highlighting their microstructure. Since silicon is the heavier element

than boron, the lighter region can be identified as the silica rich phase while the

darker regions can be correlated with lithium borate rich phase for both samples.

Multiple point EDS measurements in the micron sample, some of which are provided

in Fig. 2.6 (see page 16), also supported this distribution. However, multiple point

EDS measurements on the nanoscale sample, some of which are also provided in Fig.

2.6, did not provide clear elucidation of the elemental distribution. In fact, Fig. 2.6

provides two point EDS measurements for the nanoscale sample that have identical

elemental distributions but located at a dark and light region. The logical explanation

for this anomaly is that as a micron technique, the sampling volume of EDS exceeded

the volume of the phases in the samples, which occupied regions less than 10 µm,

causing an overlap between different phases during the point EDS measurements of

the nanoscale sample.
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The amount of volume that these two phases occupy in each sample is very cru-

cial in the subsequent circuit modeling. For micron samples, each phase took in a

very large volume and as a consequence, there was less contact surface area between

the silica rich phase and the lithium borate rich phase. Furthermore, the uneven

distribution also caused some lithium borate rich phases to be completely isolated

and immersed in the silica-rich phase. On the other hand, nanoscale samples had a

much more homogeneous distribution between the two phases and occupied a much

smaller and even volume. Hence, it is expected that nanoscale samples had a higher

interfacial area.

Once the materials phase composition and microstructure have been considered,

impedance spectroscopy can be used to validate the new equivalent circuit models and

quantify the characteristics of the conduction mechanisms. In this chapter, charac-

terization results on phase composition and microstructure are presented to provide

evidence that the two-phase microstructure arrangement validated a need for new

equivalent circuit models. In Section 3.2, equivalent circuit models are formulated

based on the assumption of dispersed ionic conductor starting from a brick-layer

physical picture. Afterwards, in Section 3.3, the results from impedance spectroscopy

are used to rigorously test the newly-made equivalent circuit models.

2.3 Circuit Modeling

Figure 2.7: The classical circuit model (2P) for a polycrystalline material. The 2P
model has a modification in the grain to account frequency dispersion.

Shown in Fig. 2.7 is a variation of a classical model that is found in many poly-

crystalline material studies, which shall be denoted as the 2P model. In this typical
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model, one parallel RC circuit refers to the grain contribution and the other refers

to the grain boundary contribution. The parameters are grain resistance Rg, grain

boundary resistance Rgb, grain capacitance Cg, grain boundary capacitance Cgb, and

grain constant phase element Qg. A constant phase element (CPE) is added in parallel

to the grain parallel RC circuit to take account the frequency dispersion that persists

in many polycrystalline materials. The assignment of the CPE in such a manner is a

common procedure [52]. Additionally, this model will serve as a benchmark for the

newly proposed circuit models.

There is great evidence that both micron and nanoscale samples are composed of

two regions which are conductor-rich and insulator-rich separately. Hence, all of the

samples require a more involved circuit model where interactions commonly found

in a dispersed ionic conductor matter. To develop such circuit model, it is worth

explaining the primary assumptions. These primary assumptions rely on the physics

that have been already established within the field of dispersed ionic conductors, as

well as common conventions in developing circuit models:

• Brick-layer assumption: given that grain size distribution is narrow and the

grain shapes are isotropic, a material can be modeled as composed of smaller

cubes/squares, representing bulk grains, stacked together uniformly and bor-

dered with their grain boundaries [53].

• Dispersed ionic conductor assumption: There exist fast-transport ionic conduc-

tion regions within the boundaries of a conductor and insulator.

Fig. 2.8.a shows the brick-layer physical picture. The brick-layer physical picture

represents a 2D brick layer model that has two different phases randomly scattered

but follows the specified composition being used (40 wt%). It is worth noting that Fig.

2.8.a is very similar to the realizations of percolation models mentioned previously,

especially regarding the lattice-like pictures that the percolation model proposes. The

difference between the brick-layer physical picture and the percolation models is that

the physical picture explicitly includes the boundaries that act, in a sense, as a third

phase that contributes to overall conductivity process. In addition, the boundaries

are also labeled to be amorphous for this physical picture, rather than the purely

grain boundary treatment that is often seen in brick-layer models.
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Figure 2.8: (a) The brick-layer physical picture, which gives an idea of how the cir-
cuit model can be made with dispersed ionic conductor assumptions and microstruc-
ture. (b) The physical circuit model, which provides a way to break down the physical
picture into the series and parallel configuration. In the series configuration, trans-
port contribution is divided into an effective mean grain impedance and effective
mean grain boundary impedance. Each impedance is a mixture contribution for each
phase. In the parallel configuration, transport configuration is dominated by interface
pathways partially blocked by amorphous boundaries.

Like circuit models derived from the brick-layer model, the series and parallel con-

figuration of the brick-layer physical picture will be considered, denoting two pathways

for charge carriers to move through the microstructure [53]. In the conventional brick

layer model, the series configuration often refers to both grain (squares) and grain

boundary (adjacent, left-right boundaries) components connected in series. In this

particular brick-layer physical picture, the construction has a fundamental difference.

With a two-phase composition, there are now three different kinds of boundaries:

conductor-conductor, insulator-insulator, and conductor-insulator. There are also

two types of grains: conductor grains and insulator grains. By the same principle,

the series configuration must be represented as five different components connected

in series. This is impractical in nonlinear regression analysis, where too many pa-

rameters can cause convergence issues and large error values. Hence, only effective

boundary and effective grain contributions should be considered. In here, effective

refers to a component which is made from the combination of two or more similar

components and taken entirely as one entity.
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The parallel configuration is unique in that it is purely composed of boundaries and

interfaces; the crucial feature in dispersed ionic conductors. A very similar principle

to that in percolation models is used. In a percolation model, the critical threshold

in which conductivity enhancement is found is when one continuous line network of

insulator-conductor boundaries is formed. In the brick-layer physical picture, this is

possible but quite unlikely given the current composition. Hence, it is more likely

for the interface pathways to be discontinuously broken by the normal amorphous

boundaries that no longer contain the insulator-conductor boundaries. The concept

of discontinuous conducting pathways can be found in the modeling of impedance

spectra of concrete where discontinuous conduction pathways exist due to concrete

paste intermediates essentially acting as insulators [54,55].

The analysis of the series and parallel configuration can be transported to the

physical circuit model which is shown in Fig. 2.8.b. Physical refers to how pieces

from the brick-layer model, boundaries, and grains, are assembled directly to act as

pseudo-circuit components. These pieces are properly assembled in accordance to the

previous qualitative analyses on the parallel and series configurations. By having this

picture, electrical circuit components can be assigned to each configuration.

Fig. 2.9.a shows the equivalent circuit for the theoretical model (TM). For the

series configuration, there are different circuit elements such as Rg acting as the

effective grain resistance, Rgb as the effective grain boundary resistance, Cgb as the

effective grain boundary capacitance, and Call as the overall materials capacitance.

Meanwhile, for the parallel configuration, a resistor Rint defined as the interfacial

conductor/insulator resistance and a constant phase element Qblock can be found.

The reasoning for the particular arrangement of circuit elements will be elaborated

in the subsequent paragraphs.

For the series configuration, a ladder topology is adopted instead of the usual se-

ries topology adopted in circuit modeling of multi-phase materials. One reason is that

ladder topology is very common for slightly more complex ionic conduction mecha-

nisms. For instance, both a ladder network and its generalization, a transmission

line, have been used for mixed ionic-electronic conductors to model the contribution

of conventional ionic conduction in the grain and grain boundaries as well as the
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Figure 2.9: (a) The final theoretical model (TM). (Rint + Qblock) represents the
parallel configuration while (C−1

all + (Rg + (R−1
gb +C−1

gb )−1)−1 represents the series con-
figuration. (b) The approximation model (AM). The series configuration is simplified
by eliminating Cgb.

electronic conduction [56,57]. Another reason is because both a ladder topology and

series topology can be exchanged mathematically, creating somewhat similar but di-

rectly analogous circuit components that have similar roles for both practical and

modeling purposes [58].

For the parallel configuration, three RC parallel circuits in series corresponding

to the three different interfacial boundaries is the straightforward modeling method.

However, this suffers from not being able to capture the characteristic discontinuous

conduction pathways expected. Similar to researchers studying concrete [54], this

specific conduction process is instead modeled with a resistor in series with a con-

stant phase element. The choice of the constant phase element is necessary since

the conduction (represented as the resistor) is not ideally blocked by the amorphous

boundaries, but some amount does pass through and contributes to ionic conduction.

Since a constant phase element can be interpreted as a non-ideal capacitor, it becomes

the choice component to be combined in series with the resistor.
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At first glance, this model is a reasonable circuit model that can be used for

nonlinear regression analysis. Furthermore, all seven parameters have assigned mi-

crostructural meaning to them, which gives the model a good physical foundation.

However, the amount of parameters involved will be problematic during higher tem-

perature measurements required to obtain Arrhenius behavior. In this situation,

impedance semicircles shift to a higher frequency region (> 1 MHz) outside of the

instruments range and creating incomplete semicircle arcs. When this happens, con-

vergence issues and error values emerge. Hence, simplifications must be made to the

TM model in order for Arrhenius behavior to be captured properly.

This simplification can be achieved by ignoring relaxation associated with the ef-

fective grain boundary, i.e., removing Cgb. This exclusion can be made by assuming

that the large portion of the relaxation process observed is due to the discontinuous

conduction pathways at the interfaces. By removing this component, there will also

be a need to combine the effective grain resistor Rg and an effective grain boundary

resistor Rgb into a single resistor Rall. This model shall be referred as the approxima-

tion model (AM), as shown in Fig. 2.9.b.

It is important that the TM and AM models are tested in a rigorous manner,

i.e. the TM and AM models uniquely and accurately fit the experimental data.

Thus, in the subsequent impedance analysis section, the 2P, TM, and AM models

were used to fit impedance data of all samples at a selected, moderate temperature

(200− 300 oC). The classical 2P model would serve as a benchmark for the new

models. Furthermore, the models were simulated at higher and lower frequencies to

showcase the full relaxation feature.

Further validation must also come from predicting two other aspects: (1) phys-

ically realizable values for common components and (2) proper relations obtained

between two values which are consistent with the dispersed ionic conductor assump-

tion. For these relations, two main hypotheses are presented to test against the

nonlinear regression results:

1. Effective grain resistance will be higher than the other resistances at lower tem-

peratures. In the TM model, this means that Rg > Rgb and Rg > Rint. Lower

temperatures are specified since it is expected that the conduction pathways
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have different activation energy, hence a temperature crossover point may exist.

2. The energy barrier or activation energy for conduction in normal grain/grain

boundary pathways is higher than those with the insulator-conductor interfaces.

This can be shown with the AM model when Eall > Eint, where Eall is the

combined activation energy and Eint is the interface activation energy for the

discontinuous conduction pathways.

Lastly, the AM model will be used to generate Arrhenius plots and obtain activa-

tion energy values for the nanoscale and micron samples.

2.4 Electrical Characterization

Fig. 2.11 shows the combined Nyquist, imaginary impedance (−Z ′′) semi-log and

imaginary modulus (M ′′) semi-log plot for x = 0.33 nanoscale with all three fitted

models. Fig. 2.12 shows the combined plot for x = 0.50 micron with all three fitted

models. The plots for the rest of the samples (x = 0.50 nanoscale and x = 0.33

micron) are also provided in Fig. 2.13 and Fig. 2.10 respectively. In all of these

figures, the most common feature is a depressed and seemingly asymmetrical single

arc. This is counter-intuitive with the understanding of dispersed ionic conductors

since these materials exhibit different phases, boundaries, and conduction mecha-

nisms; all of which should provide at least two semicircles that are distinguishable.

This contradiction can be resolved by realizing that highly-overlapped relaxation pro-

cesses can still occur for multi-phase materials, as exemplified in works by Fricke on

effective-medium approaches [59,60].

Although it looked as if all models fitted the data correctly at first glance, it is

clear that the benchmark 2P model did not fit the experimental data very well. When

simulated to higher frequencies, the 2P model revealed an anomalous high-frequency

M” tail that does not correspond to the measured electrical data. Such error can

be sourced from badly parametrized values for the bulk constant phase element. On

the other hand, the newly proposed models (TM and FM) can replicate a proper

and symmetrical relaxation peak as expected for a real modulus data, despite the

constant phase element that is present in both models. The successful prediction of

the M” peak and goodness of fit proved one part of the validity of these new models.
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Figure 2.10: Combined Nyquist, imaginary impedance (-Z”) semi-log, and imagi-
nary modulus (M”) plot of x = 0.33, nanoscale sample at 300oC. The benchmark
2P model predicted a large high-frequency M” tail while the TM and AM models
captured the relaxation behavior more properly.

Figure 2.11: Combined Nyquist, imaginary impedance (-Z”) semi-log, and imagi-
nary modulus (M”) plot of x = 0.50, micron sample at 300oC. The benchmark 2P
model also predicted a large high-frequency M” tail while the TM and AM models
still captured the relaxation behavior more properly.



26

Figure 2.12: Combined Nyquist, imaginary impedance (-Z”) semi-log, and imagi-
nary modulus (M”) plot of x = 0.33, nanoscale sample at 300oC. The benchmark
2P model predicted a large high-frequency M” tail while the TM and AM models
captured the relaxation behavior more properly.

Figure 2.13: Combined Nyquist, imaginary impedance (-Z”) semi-log, and imagi-
nary modulus (M”) plot of x = 0.50, micron sample at 300oC. The benchmark 2P
model also predicted a large high-frequency M” tail while the TM and AM models
still captured the relaxation behavior more properly.
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Table 2.2: Fitted 2P model parameters for selected samples.

Parameters (2P) x = 0.33 nanoscale

300 oC

x = 0.50 micron

300 oC

Rg (MΩ) 1.29 ± 0.03 3.93 ± 0.04

Cg (pF) 2.01 ± 0.03 3.42 ± 0.04

Qg (nF s1−n) 0.51 ± 0.06 0.92 ± 0.06

n 0.64 ± 0.01 0.53 ± 0.01

Rgb (MΩ) 0.35 ± 0.02 0.52 ± 0.03

Cgb (nF) 0.14 ± 0.01 0.45 ± 0.03

Table 2.3: Fitted TM model parameters for selected samples. No-
tice that Rg > Rgb and Rg > Rint.

Parameters (TM) x = 0.33 nanoscale

300 oC

x = 0.50 micron

300 oC

Rg (MΩ) 1.38 ± 0.02 3.91 ± 0.03

Rgb (MΩ) 0.25 ± 0.02 0.50 ± 0.02

Rint (MΩ) 0.28 ± 0.02 0.80 ± 0.04

Qblock (nF s1−n) 0.18 ± 0.02 0.41 ± 0.03

n 0.71 ± 0.01 0.61 ± 0.01

Cgb (nF) 0.14 ± 0.02 0.39 ± 0.03

Call (pF) 5.47 ± 0.05 4.14 ± 0.02

Table 2.4: Fitted AM model parameters for selected samples. No-
tice that Rall > Rint.

Parameters (AM) x = 0.33 nanoscale

300 oC

x = 0.50 micron

300 oC

Rall (MΩ) 1.65 ± 0.02 4.49 ± 0.02

Rint (MΩ) 0.29 ± 0.02 0.79 ± 0.06

Qblock (nF s1−n) 0.34 ± 0.03 0.76 ± 0.05

n 0.67 ± 0.01 0.56 ± 0.01

Call (pF) 5.57 ± 0.06 4.19 ± 0.04
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The obtained physical parameters corresponding to the 2P, TM, and AM mod-

els are compiled in Table 2.2, 2.3, and 2.4 respectively. From these values, it can

also be observed that the order of magnitude of the capacitance values agrees with

the corresponding microstructural assignment given to them. For example, in x =

0.33 nanoscale sample, the TM model has Call = 5.62 ± 0.05 pF while in the AM

model, Call = 5.57 ± 0.06 pF. This is expected since Call comes originally from the

effective grain capacitance, where 10−12 F is expected for grain contributions. The

same evidence can be found for the effective grain boundary contribution; the capac-

itance value Cgb were found in the order magnitude of 10−10 F, as expected for grain

boundaries.

In addition, the TM model passes the two hypothesis tests proposed in Section 3.2.

These two hypotheses will be mentioned briefly again and discussed in detail. The

first hypothesis states that the effective grain resistance will be higher than the other

resistances at lower temperatures. The evidence comes from Table 2.3 and Table 2.4,

both of which compile the physical parameters for the TM and AM models respec-

tively. From there, it is very much evident that the grain resistance Rg is consistently

lower. As an example, x = 0.33 nanoscale sample has an effective grain resistance Rg

= 1.38 ± 0.02 MΩ which is larger than the effective grain boundary resistance Rgb =

0.25 ± 0.02 MΩ and the discontinuous conduction pathways resistance Rint = 0.28

± 0.02 MΩ.

A reduction of one order of magnitude is quite significant and provides more ev-

idence of the dispersed ionic conductor phenomena in the samples. Suppose that no

prior assumption on dispersed ionic conductivity is made, then the resistances asso-

ciated with the interfaces and grain boundaries are expected to be higher than the

grains, which occupies the bigger volume of charge carriers and therefore provides the

main action for the conduction. But now with the dispersed ionic conductor assump-

tion, the TM model explicitly represents the faster interfacial conduction pathways,

in which their origins rely on thermodynamics, and visualize the interplay of two

phases concretely in the form of a consistently lower Rint.

The second hypothesis is that the energy barrier or activation energy for con-

duction in normal grain/grain boundary pathways is higher than those with the
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Figure 2.14: (a) Arrhenius plot with the AM model for the nanoscale samples. (b)
Arrhenius plot with the AM model also for the micron samples. All samples follow
the relationship Eall > Eint.

insulator-conductor interfaces. In order to prove this, the Arrhenius plots can be

used as evidence. Fig. 2.14.a. shows the Arrhenius plot for the nanoscale samples

while Fig. 2.14.b shows the Arrhenius plot for the micron samples. All samples ex-

hibited lower activation energies for the interfacial insulator/conductor conductivity.

Using x = 0.50 nanoscale sample as an example, the combined activation energy Eall

= 0.92 ± 0.01 eV while the interface activation energy for the discontinuous pathways

Eint = 0.40 ± 0.04 eV. Furthermore, the crossover temperature can also be observed,

indicating that the regular conduction pathway is more dominant at temperatures

higher than 400 oC. Another example can be taken from x = 0.33 micron, where

the combined activation energy Eall = 1.38 ± 0.01 eV while the interface activation

energy for the discontinuous pathways Eint = 0.46 ± 0.04 eV.
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Table 2.5: Conductivity values for the combined grain and grain boundary (σall)
and insulator/conductor interface (σint).

Samples T (K) σall (S cm−1) σint (S cm−1) Ratio
(nanoscale/micron)

x = 0.33 micron 673 3.01·10−8 2.13·10−7 45 (for σall)
6 (for σint)x = 0.33 nanoscale 673 1.35·10−6 1.23·10−6

x = 0.50 micron 573 6.11·10−8 4.81 10-7 23 (for σall)
8 (for σint)x = 0.50 nanoscale 573 1.44·10−6 4.01·10−6

A related evidence for conductivity enhancements can be found in Table 2.5, which

compiled conductivity values for the combined grain and grain boundary conduction

σall and the interfacial conduction σint at selected temperatures, extracted with the

AM model. For σall, the nanoscale samples exhibit 20 to 45 times better conductiv-

ity than the micron samples. The comparison for σint is also very compelling; the

nanoscale samples exhibit 5 to 8 times better interfacial conductivity than the micron

samples. This shows that parameters involving grain, grain boundary, and conduc-

tor/insulator interface within the newly proposed models can capture the effects of

high-energy planetary milling and amorphous nanosilica effectively.

It is important also to compare the activation energy values with current litera-

ture values on similar dispersed ionic conductor systems and lithium borate conduc-

tors. Table 2.6 compiles literature values of activation energies and conductivities for

Li-ion-containing phases in the lithium borate/silica composites investigated in this

work [61,62]. It is worth noting that sample preparations made in the Ref. [62] closely

resemble this works preparation (pellet-sized samples, sintering temperature, precur-

sors), making the comparison fair and accurate. In comparison to Eall obtained in

this work, these literature values are consistently higher but lower compared to Eint.

Furthermore, the conductivity values obtained in this work (as seen in Table 4) lie

in between the amorphous and crystalline conductivity values for each composition,

where the polycrystalline materials have lower conductivities. This brief compari-

son of the conductivity values and activation energies with corresponding singe-phase

studies suggests that that the polycrystalline lithium borate/silica composites made

in this work achieved a characteristic that is between the amorphous and crystalline

lithium borate for each composition being made.
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Table 2.6: Literature values for activation energies and conductivity values for each
phase present in this works composites. It should be noted that most of the literature
activation energies are lower than the calculated Eall but higher than Eint.

Li-ion Conductors Ea (eV) σ (S cm−1) T (K) Ref.
Li2Si2O5, crystalline 1.37 6.8·10−8 673 [61]
Li2SiO3, crystalline 0.92 3.0·10−6 673 [61]
LiBO2, crystalline 1.37 2.4·10−9 573 [62]
LiBO2 (0.50Li2O− 0.50B2O3)
amorphous

0.49 8.6·10−4 573 [62]

Li2B4O7, crystalline 1.18 5.8·10−7 673 [62]
Li2B4O7, (0.33Li2O− 0.67B2O3)
amorphous

0.69 2.6·10−4 673 [62]

Table 2.7 (see page 32 compiles literature values of activation energies and highest

conductivity value in various Li-ion dispersed ionic conductors. The interface acti-

vation energy of the discontinuous conduction pathways Eint are comparable with

LiI− Al2O3 [1], perovskite Li0.5La0.5TiO3 − SiO2 [29], and Li2MnCl4 − CeO2 [63].

For the literature values that follow Eint, the studies were conducted at a wide

range of insulator concentrations. Therefore, an optimal insulator concentration,

activation energy, and ionic conductivity were obtained. The exceptions to these

are Li3PO4 − Al2O3 [64], which is closer to Eall, and Li2SO4 − Al2O3 [30]. For the

study conducted on Li3PO4 − Al2O3, only one composition was explored and hence

no indication of whether the conductivity enhancement was at its optimum. Further-

more, the conductivity of Li2SO4 − Al2O3 in the study was found to be dominated by

protons instead, excluding it from comparison with this works lithium borate/silica

composites.

By excluding the exceptions, a trend can be observed where an activation energy

closer to 0.50 eV is correlated with a material at an optimum concentration of insu-

lator. It will then be beneficial to rigorously study lithium borate/silica composites

with a wider insulator composition range to observe how activation energy and con-

ductivity changes, and see whether the same correlation to optimal values can be

obtained for the lithium borate/silica composites.
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Table 2.7: Activation energies for various Li-ion dispersed ionic conductors. The
literature values agree with the activation energy of the discontinuous interface path-
ways, which is at 0.35-0.40 eV. The exception to this rule is either due to *presence of
proton conduction or **an investigation of only one composition, leaving the optimal
concentration undetermined.

Dispersed Ionic Conductors Ea (eV) σ (S cm−1) T (K) Composition Ref.
LiI− Al2O3 0.43 1.00·10−5 298 33-45 mol% [1]
Li0.5La0.5TiO3 − SiO2 0.41 7.50·10−5 303 5 vol% [29]
Li2SO4 − Al2O3 1.36* 1.00·10−2 773 18 mol% [30]
Li2MnCl4 − CeO2 0.5 2.00·10−3 473 10 mol% [63]
Li3PO4 − Al2O3 1.07** 1.00·10−5 667 48-46 vol% [64]
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2.5 Summary

Two-phase materials consisting of 40 wt% SiO2 with x · Li2O + (1− x) · B2O3 x =

0.33, 0.50 were successfully synthesized through a multi-step ceramic fabrication pro-

cess, differentiated based upon the intensity of the milling/particle size reduction pro-

cess (micron or nanoscale). From phase analysis, samples with R = 0.5 or x = 0.33

closely resemble to the expected composite system while samples with R = 1.0 or

x = 0.50 show more complex phase compositions. In addition, the microstructural

data showed that the nanoscale samples contain a more homogeneous distribution of

phases while the micron samples give a more uneven distribution, with some lithium

borate rich phases isolated within the insulating silica-rich phase.

Fundamental knowledge regarding accurate conduction models is the key to realiz-

ing how composite ionic conductors may be used in future Li-ion conducting devices.

Supported by the phase and microstructural characterizations, conduction models for

composite ionic conductors were derived heuristically based on the theory of dispersed

ionic conductors. This process yielded the TM model and its approximation, the AM

model, which provided the means to properly analyze impedance spectroscopy data

of dispersed/composite ionic conductor systems without the need to use percolation

models. Results from impedance spectroscopy based on qualitatively observing the

goodness and uniqueness of fit and comparing model parameters consistently proved

the power of the new models. It is suspected based upon the model parameters com-

parisons with literature values of activation energies that the synthesized composite

materials can be further optimized through compositional, microstructural, and phase

control. Hence, future studies that span different silica weight percent will be crucial

in understanding both the model and material better.



Chapter 3
Effective Medium Approximation of

Composite Solid Electrolytes

In the preceding section, two heuristics models, the TM and AM models, were devel-

oped to analyze impedance spectra of dispersed ionic conductors. By explicitly con-

sidering parallel interfacial pathways that are blocked discontinuously by amorphous

boundaries, the model was able to take account the frequency dispersion phenomena

that were occurring in the lithium borate/silica composites. However, problems will

occur if the TM and AM models are extended to model concentration and temper-

ature behaviors, especially since none of the models were inherently percolating and

microscopic mechanism of the space charge layers were not directly specified. This

brings to the larger issue on the integrated mathematical modeling of dispersed ionic

conductors. The recognized variables such as (1) insulator concentration, (2) tem-

perature, and (3) frequency are usually treated separately, lacking the connection in

between. Of the three variables, two of them (insulator concentration and frequency)

are intimately linked at the macroscopic level.

In this chapter, a framework is developed to derive frequency-domain effective

medium approximation (EMA) models for a composite material with an arbitrary

number of components. In Section 3.1, the random AC network is derived by discretiz-

ing continuum electrodynamics equations for inhomogeneous media. In addition, the

lattice Green’s function is introduced and its role in calculating conductivities inside a
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homogeneous network of impedances is discussed. In Section 3.2, the simplest version

of the EMA known as the single-bond EMA is derived by a combination of the heuris-

tics approach proposed by Kirkpatrick [65] and the lattice Green’s function developed

previously.

In Section 3.3, the mathematical features of the single-bond EMA derived for the

composite material are discussed, which has the form of a polynomial. Using the two-

component system as an example, an emphasis is made in the role of the coefficients

and discriminant of the polynomial in determining the percolating behavior of a

composite material. Afterwards, the polynomials for a 3- and 4-component system

are developed. Analytical solutions for the DC case and low-frequency case were also

developed for the 2-, 3-, and 4- component systems. Finally, Section 3.4 will introduce

the application of the three-component system to model dispersed ionic conductors.

Developments from the ’continuum percolation’ model of dispersed ionic conductors

[3] are combined together to synthesize the full AC extension. Its utility in non-

linear regression analysis of dispersed ionic conductors and analyzing the material’s

percolating behavior is presented for literature data on the classic system LiI− Al2O3

with accompanying parametric studies of the impedance spectra at different volume

fractions.

3.1 Derivation of the Random AC Network

As a form of lattice models, percolation-based models must be derived under an appro-

priate framework or physical theory. In the context of conductivity and transport,

the effective medium approximation of percolation-based models have been formu-

lated through a number of different physical theories that fall between either (1)

stochastic-based transport theories, governed by a master equation for random walks

on a lattice [66–69], or (2) electrodynamics-based theories, governed by the Maxwell’s

equations both in a continuum and a lattice space [65,70–72]. Interestingly, both types

of theories will yield an identical result in the DC conductivity case. On the other

hand, a stochastic-based transport theory will yield a completely different result for

the AC or frequency-domain case as a result of frequency-dependence of a random
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walk on a lattice1. The subtle difference in both types of theories is taken for granted

when modeling DC conductivity of dispersed ionic conductors, as observed from the

variety of EMA scheme proposed in literature [3,4,43–47]. The lack of recognition of

this difference forms the uncertainty that impedes the frequency-domain extension of

the percolation-based models of composite solid electrolytes.

It should be natural that the conductivity and permittivity of composite mate-

rials are governed by continuum electrodynamics or Maxwell’s equations. In fact, it

is often the norm to use Maxwell’s equations in describing the electromagnetics of

an inhomogeneous medium, either through finite element analysis or homogenization

theory. Therefore, it is desirable to derive percolation models that have direct cor-

respondence from those equations. In this section, the transformation of continuum

electrodynamics equations to its collapsed lattice form is given as rigorous justification

of using percolation models to describe the composite material. This transformation

procedure will also be used to introduce the lattice Green’s function in the context

of calculating the conductivity between two points of an infinite impedance network;

an important procedure in formulating the EMA for composite materials.

3.1.1 Correspondence of Continuum and Lattice Model

Consider an isotropic linear composite material sitting in an Rn (N -dimensional)

space and is composed of M -many components such as a conductor, insulator, space

charge layers, grain boundaries, etc. As a composite material, its long-range DC

conductivity σ∞ and permittivity ε will locally vary as a function of position vector

r. There are several relevant electrodynamics equations that is used to describe its

electrical properties. Using the usual notation:

∇ ·D(r, t) = ρ(r, t) (3.1)

∇ ·J(r, t) +
∂ρ(r, t)

∂t
= 0 (3.2)

J(r, t) = σ∞(r)E(r, t) (3.3)

D(r, t) = ε(r)E(r, t) (3.4)

1This difference and the appropriateness of one theory over the other in modeling composite
materials is discussed in Section 3.2



37

where these equations correspond to Gauss’ Law, the continuity equation, and the

constitutive relations respectively. It should be noted that the displacement field D is

formulated to include polarization effects in the term, i.e. ε(r) = ε0(1 +χe(r)), where

χe is the material’s susceptibility. The notation for the long-range DC conductivity σ∞

has the ’infinity’ subscript to separate it from the more general complex conductivity

σ̂, which would have relative permittivity incorporated within its expression.

In frequency domain, all four equations can be expressed in phasor form:

∇ · D̃(r) = ρ̃(r, t) (3.5)

∇ · J̃(r) + jωρ̃(r) = 0 (3.6)

J̃(r) = σ∞(r)Ẽ(r) (3.7)

D̃(r) = ε(r)Ẽ(r) (3.8)

Applying an electric field with known potential Ẽ = −∇φ, all four equations can be

collapsed into a single equation which is equivalent to Kirchhoff’s AC current law in

differential form:

∇ · (σ̂(r)∇φ(r, ω)) = 0 (3.9)

σ̂(r) = σ∞(r) + jωε(r) (3.10)

By the divergence theorem, the differential form can be transformed into the integral

form: ˚
V

∇ · (σ̂(r)∇φ(r, ω)) dV =

‹
S

(σ̂(r)∇φ(r, ω) · n) dS = 0. (3.11)

Formulating Eq. 3.10 in a closed surface integral form helps to understand its role

as a statement of charge conservation. The following discretization procedure will be

done for the integral form, although the result will in fact be equivalent when done

in the differential form.

Consider an arbitrary discretization of the continuum Kirchhoff’s current law in

integral form. Because it is a closed surface integral, the discretization can be inter-

preted as partitioning the closed surface into z-many different surfaces. If z = 2N ,

then the discretization formally follows an N -dimensional cube partitioning of the
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space with lattice spacing a. Suppose that i signifies one arbitrary node in the lat-

tice, Eq. 3.11 will be discretized in the following way:

‹
S

(σ̂(r)∇φ(r, ω) · n) dS ≈
z∑
j=0

σ̂i,j

(
φj − φi
a

)
a2 (3.12)

where subscript j is the nearest neighbour of the node i, and each summation term

in Eq. 3.12 represents a surface integral being performed in one surface of the N -

dimensional cube. Setting Eq. 3.12 to equal to zero and dividing LHS as well as

RHS by a, Kirchhoff’s (AC) current law for a discretized composite material can be

obtained:

z∑
j=0

σ̂i,j(φj − φi) = 0 (3.13)

σ̂i,j = σ∞i,j + jωεi,j (3.14)

The Kirchoff’s current law in this particular form can be found in Kirkpatrick’s

seminal work on percolation and conduction [65] for the DC case, although full deriva-

tion was not entirely given like the preceding paragraphs. Fig. 3.1 visualizes the

short mathematical manipulation that was done to produce Eq. 3.13. Essentially,

the previous discretization procedure starts from a continuum version of the compos-

ite material and transform it into a network of conducting bonds. Each bond will

have a circuit element corresponding to the complex conductivity σ̂i,j at that given

location. The value of this circuit element will be randomly distributed throughout

all possible conductivity values that the material can have locally. And thus, the

simple mathematical manipulation gives rise to a random AC network [8]. The DC

case is commonly referred in the literature as the random resistor network (RRN).

Interestingly, each discretized surface represents one flow of current from a given

node which implies that the partitioning of the surface will influence the topology of

the resultant network. Such feature can only occur when discretizing the integral.

Thus, the main question is what type of lattice or number of discretized surfaces is

the most suitable? Or equivalently, what network topology will best represent the

physical, continuum reality of composite materials? From this derivation and at the
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Figure 3.1: An illustration of the discretization process. A continuum formulation
of the composite material problem is discretized to produce a network of randomly
distributed conductivity bonds. Kirchhoff’s law is the main equation that described
both the continuum and network.

most conservative interpretation, a simple cubic (z = 6) network is appropriate since

it corresponds directly to the finite difference scheme in 3D space. However, this

does not imply that the EMA cannot be done in different lattices. To keep things as

general as possible, the EMA will be performed by assuming an arbitrary topology

of the network.

3.1.2 Lattice Green’s Function

Just like the Green’s function is helpful in solving ordinary and partial differential

equations, the lattice Green’s function will also be helpful in solving difference equa-

tions in lattice space. Its usage in the effective medium approximation of random

resistor networks is ubiquitous, although how the Green’s function is specifically used
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will depend entirely upon the approach to derive the EMA scheme2. This section

will seek to present the lattice Green’s function in the context of how it was first en-

countered on solving resistances (more generally, impedances) of an infinite electrical

network [9, 73].

Figure 3.2: Illustration of the problem on measured conductivity. A current j0 is
introduced locally at some position and extracted at another point. The goal is to
derive an expression for the measured conductivity in between these two points ΣAB

as a function of the network topology.

For the sake of simplicity, the case that is being considered is the 2D square

lattice although it can be generalized to any dimension and network topology. The

illustration of the problem can be found in Fig. 3.2. Suppose that a current j0 is

introduced locally inside the homogeneous network at position A with coordinates

{l′ ,m′} in the network and extracted again at position B with coordinates {l′′,m′′},
which may be any point outside of A. What would be the total conductivity measured

between these two points?

Firstly, one must start with the continuum Kirchhoff’s law in differential form,

instead of the integral form, and formulate its discretized form for a homogeneous

2The approaches used in formulating the effective medium approximation and the relation of
each to the lattice Green’s function will be discussed more in-depth in Section 3.2
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network with conductivity σ̂d:

σ̂d(∇2
hφ(l,m)) = 0 (3.15)

where ∇2
h denotes the discrete Laplace operator, σ̂d is the uniform conductivity in the

network, and φl,m is the potential at node {l,m}. The discrete Laplace operator can

actually be found by simply setting Eq. 3.15 to the discretized integral form, which

is Eq. 3.13. However, the present mathematical notation of Eq. 3.13 is not based

upon set coordinate location. To have the discrete Laplace operator formulated in

terms of set coordinate location, it can be defined using the finite difference scheme,

generalized in the N -dimensional space. With the 2D square lattice, the discrete

Laplace operator is essentially:

(∇2
hφ(l,m)) =

[φ(l+1,m) − φ(l,m)] + [φ(l−1,m) − φ(l,m)]

a2

+
[φ(l,m+1) − φ(l,m)] + [φ(l,m−1) − φ(l,m)]

a2
(3.16)

The operator in its explicit form will not be used in subsequent discussion, but it is

beneficial to keep in mind.

Now, the set {s′, q′} is defined as the location difference or ’distance’ between point

A and B, i.e. {s′, q′} = {l′′−l′−,m′′−m′}. Eq. 3.15 can be used to solve the problem

by using a superposition argument illustrated in Fig. 3.3 (see page 42). According

to the superposition argument, the local current j0 can be found by considering two

fictitious cases. Case (1) is a current j0 that is introduced at A and extracted at

”infinity” and case (2) is a current j0 introduced at ”infinity” and extracted at B. As

far as Eq. 3.15 or Kirchhoff law is concerned, the two fictitious cases are a form of

charge conservation violation and it transform Eq. 3.15 into the following,

for case (1): σ̂d(∇2
hφ(l,m)) = j0δ(l,m);(l′,m′) (3.17)

for case (2): σ̂d(∇2
hφ(l−s′,m−q′)) = −j0δ(l,m);(l′,m′) (3.18)

where δ(l,m);(l′,m′) is the Kronecker delta for the 2D square lattice. The Kronecker

delta is used to express the situation that current conservation is violated at only

point A for case (1) and point B in case (2), but it won’t be the case anywhere else.
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Figure 3.3: Illustration of the superposition argument. Two fictitious cases are con-
sidered, where a current j0 introduced and extracted at ”infinity” (dashed boundary)
can be found. The summation of contributions in these two cases will correspond to
the physical case (right), where current at ”infinity” cancels each other.

Because conductivity won’t be measured at ”infinity”, the Kronecker delta for current

at infinity is not introduced. Also, notice that Eq. 3.18 is modified to make use of

translational invariance in the lattice.

For simplicity, the subscript k′ = (l′,m′) is used to express position at point A.

Now, both equations may be subtracted to yield the following collapsed difference

equation:

σ̂d(∇2
hΦ(l,m);k′) = −2j0δ(l,m);k′ (3.19)

where Φ(l,m);k′ = φl−s′,m−q′−φl,m is the measured potential difference between point A

and B. Notice that the Eq. 3.19 looks very similar to the formulation of the Green’s

function for the continuum Laplace operator:

∇2G(r, r′) = −δ(r− r′) (3.20)

where G is the Green’s function and δ(r− r′) is the Dirac delta. This correspondence

implies the existence an equivalent concept of lattice Green’s function G(l,m);k′ in

the network. Thus, the lattice Green’s function can be defined similarly like the
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continuum case using the discrete Laplace operator:

∇2
hG(l,m);k′ = −δ(l,m);k′ (3.21)

by further comparing term-by-term between Eq. 3.19 and Eq. 3.21, and defining

the measured conductivity between points A and B as ΣAB = j0/Φ(l,m);k′ , a concise

equation can be obtained:

ΣAB =
σ̂d

2G(l,m);k

(3.22)

With methods of operational calculus, the closed-form expression of the lattice

Green’s function problem can be found for the 2D square lattice [73]. If point A is

at the origin, i.e. k′ = (0, 0) then the lattice Green’s function is:

G(l,m) =
1

2
(−1)m+n+1

ˆ ∞
0

e−2t(I0(t)I0(t)− Im(t)In(t))dt (3.23)

where In(t) is the modified Bessel function of the first kind. In 3D simple cubic lattice,

where the location of a node is specified by the set coordinate {l,m, n}, the lattice

Green’s function is expressed as:

G(l,m,n) =
1

2
(−1)l+m+n+1

ˆ ∞
0

e−3t(I0(t)I0(t)I0(t)− Il(t)Im(t)In(t))dt (3.24)

where the subscript k′ is dropped to imply that the problem is now fixed at the origin.

For the 2D square lattice, computing the values of the Green’s function has been

solved analytically by van der Pol [73] and the result is presented graphically in Fig.

3.4. Notice that the Green’s function value for the nearest neighbours of the origin

G(0,1) = G(1,0) = G(0,−1) = G(−1,0) = 1
4
. It can later be proven that the values of these

nearest neighbor Green’s function are dependent solely on the network topology:

G(1,0,. . .,0) = G(−1,0,. . .,0) = . . . = G(0,. . .,0,1) = G(0,. . .,0,−1) =
1

z
(3.25)



44

Figure 3.4: Values of 2D square lattice Green’s function of the discrete Laplace
operator ∇2

h. Taken from Ref. [9].

This implies that if points A and B are nearest neighbours, ΣAB for two nearest

neighbours in an arbitrary network topology would be:

ΣAB =
zσ̂d
2

(3.26)

One of the most important point on this section is that the lattice Green’s function,

i.e. the closed-form expressions of Eq. 3.23 and Eq. 3.24, can be used independently

of whether one is concerned with the original problem formulated in this section.

This fact will be true in the formulation of the EMA scheme, where the approaches

by different authors will use the lattice Green’s function either in the same way as

the original problem of this section or in a completely different way.
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3.2 Effective Medium Approximation

Formulating the EMA can be done in various ways. In general, however, they may

be divided into two approaches. The first approach is the heuristics approach, first

done by Kirkpatrick [65, 74]. This method was inspired from classical treatments of

mixtures, relied heavily upon symmetry arguments, and did not use the lattice Green’s

function. The second approach is the bond Green’s function approach, first proposed

by Ahmed and Blackman [75–79] This is the rigorous method to derive the EMA for

percolation models, making use of the EMA’s formal equivalence to coherent potential

approximation (CPA) for substitutional alloys [80]. The derivation that shall be used

in this section will be a mixture of both, relying upon the simplicity of the heuristics

approach and the rigor of the Green’s function method. Usage of the Green’s function

in deriving the EMA will also help in elucidating its strengths and weaknesses.

Suppose that there exists a homogeneous network in which each element in the

network has a conductivity of σ̂eff. An electric field is applied to such network, which

induces a voltage drop across it. Between nearest neighbors A and B, a voltage drop

Φeff and a current jm associated with it may be found. By Ohm’s law:

Φeff =
jeff

σ̂eff

. (3.27)

Now, a single impurity element/bond σ̂0 will replace the element between points

A and B inside the homogeneous effective network as illustrated in Fig. 3.5. This

impurity will originate from the random AC network that has been introduced to

model the composite material, i.e. its conductivity is randomly distributed. This

perturbs the homogeneous system and disrupts the original voltage drop Φeff between

points A and B. To correct this effect, a local current j0 will be introduced at point

A and extracted at point B, in which the direction opposes the electric field. The

voltage drop returns to normal and the impurity element will have the following

relation through Ohm’s law:

Φeff =
−j0 + jeff

σ̂0

(3.28)
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Figure 3.5: First step in the heuristics approach. A homogeneous network with
a single impurity bond is applied an electric field. The disruption in voltage drop
caused by the impurity is corrected by a local current j0

By further combining Eq. 3.27 and 3.28, the following relation can be obtained:

j0 = Φeff(σ̂eff − σ̂0). (3.29)

An important question to ask is, what was the extra local voltage drop Φ0 caused

by introducing the single impurity element before introducing j0? To answer that

question, the electric field that was used to induce the voltage drop in the network

can be turned off leaving the local current j0 as the only actor in the network. Now,

the network can be collapsed into a parallel circuit, consisting of the impurity bond

and the surrounding as illustrated in Fig. 3.6. It is clear that by Ohm’s law

j0 = (ΣAB
′ + σ̂0)Φ0 (3.30)

This can then be substituted into Eq. 3.29 and combined with Eq. 3.27 to yield a

closed-form expression for Φ0:

Φ0 =
Φeff(σ̂eff − σ̂0)

σ̂0 + ΣAB
′ . (3.31)



47

Figure 3.6: Second step in the heuristics approach. The electric field E was erased,
leaving the local current to be the only contributor the voltage drop. The network
was then collapsed into a parallel circuit consisting of the impurity and an equivalent
impedance representing the medium surrounding the impurity

The next question to ask is, what is the expression for ΣAB
′? To answer this

question, σ̂0 is momentarily replaced back with σ̂eff so that the parallel circuit can be

further collapsed into a single element ΣAB but still keeping the local current j0, as

illustrated in Fig. 3.7. The connection between relationship ΣAB and ΣAB
′ is easily

expressed from elementary circuit theory:

ΣAB = ΣAB
′
+ σ̂eff (3.32)

From previous analysis on lattice Green’s function, the expression for ΣAB is known

in terms of the value of the Green’s function at the node of analysis and σ̂eff (see

Eq. 3.22). Setting point A as the origin and realizing that point B is the nearest

neighbour from the origin, the expression for ΣAB
′

can be found as:

ΣAB
′
=

(
1

2G(1,0,. . .,0)

− 1

)
σ̂eff =

(z
2
− 1
)
σ̂eff (3.33)

Equipped with Eq. 3.33, Eq. 3.31 can be now be expressed as

Φ0 =
Φeff(σ̂eff − σ̂0)

σ̂0 + (z/2− 1)σ̂eff

(3.34)
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Figure 3.7: Third step in the heuristics approach. The conductivity surrounding
the impurity, Σ′AB, can be expressed using the lattice Green’s function, as discussed
previously.

Recall that the local current j0 was introduced to make Φ0 disappear. However,

it is also known that σ̂0 takes in multiple different values due to the inhomogeneity

of the composite material. A complex-valued probability distribution function (pdf)

f(σ̂) can be used to characterize all possible values of the local conductivity in the

inhomogeneous material. Thus, with respect to the effective medium for composite

materials, one component of a composite material can be taken as one ’microstate’

of the ’statistical ensemble’ governed by the pdf f(σ̂)3. Denoting angular brackets as

the ’ensemble averaging’ process, the goal now is to perform the following procedure:

〈Φ0〉σ̂0
= 0 (3.35)

this condition is known as the self-consistency condition. An illustration of this step

can also be found in Fig. 3.8. Imposing such condition will create the integral form

3The statistical physics analogy is used quite liberally in this case. However, it does illustrate the
role of the probability distribution function as a way to define the microstates of the ensemble and
not as some probability distribution governing how conductivity changes as a function of distance
in the composite.
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Figure 3.8: Fourth step in the heuristics approach. One value of conductivity that
the impurity can take can be regarded as one ’microstate’. All configurations of the
homogeneous network perturbed by the impurity form a ’statistical ensemble’ that
needs to be averaged to obtain the full effective medium back, expressed in terms of
the impurity conductivities. Angular brackets indicate such averaging process.

of the single-bond EMA for the random AC network:

ˆ
Ω

f(σ̂, P1, P2, . . ., PM)
σ̂ − σ̂eff

σ̂ + (z/2− 1)σ̂eff

dσ̂ = 0 (3.36)

where f(σ̂, P1, P2, . . ., PM) simply implies that the pdf will also be a function of the

volume fractions of each component in the composite material. The phrase single-

bond refers to the usage of a a single impurity bond to perturb the effective medium.

To determine the simplest pdf for a composite material with M -many components,

it can be realized that the total possible conductivity values or microstates of the

ensemble are equal to the total number of components. Thus, f(σ̂) can be represented

as a sum of several Dirac delta distributions 4:

f(σ̂, P1, P2, . . ., PM) =
M∑
i=1

Piδ(σ̂ − σ̂i) (3.37)

4The Dirac delta is not used like the Kronecker delta from the previous discussion on lattice
Green’s function, but it is used to simply transform the continuous probability distribution function
to a discrete one since the number of microstates of the ensemble is now finite and countable
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where
M∑
i=1

Pi = 1 (3.38)

There is a slight mathematical problem. One may notice that formally speaking,

the Dirac delta functions are only defined on real numbers and not the complex

numbers. This fact is somewhat ignored in most treatments of the EMA. For the

sake of completeness and rigor, the Dirac delta function on the complex plane can be

simply defined by using Cauchy’s integral formula:

δ(z − z0) =
1

2πi

1

z − z0

(3.39)

g(z0) =
1

2πi

˛
Γ

g(z)

z − z0

dz (3.40)

where g(z) is any holomorphic function, i.e. analytic functions. This definition is

consistent with complex-valued Dirac delta functions found in quantum field theory

models and electrical engineering applications [81–83]. Eq. 3.36 is now defined as the

contour integration on a complex plane, enclosing the complex conductivity of each

component of the composite material in a complex plane. Applying this probability

distribution, the algebraic equation for the single-bond EMA of a composite material

with M -many components will be,

M∑
i=1

Pi
σ̂i − σ̂eff

σ̂i + (z/2− 1)σ̂eff

= 0 (3.41)

The final result is important as it implies that the DC and AC case will have iden-

tical formulation/result. Such result is the norm for most classic effective medium ap-

proximations derived using Maxwell’s equations. This is in contrast to the frequency-

domain extension of the EMA derived from a stochastic transport theory [67]:

ˆ
Ω

f(w,P1, P2, . . ., PM)
w − weff

w(1− ũP̂bb) + (z/2− (1− ũP̂bb))weff

dw = 0 (3.42)

σ̂eff =
ne2

kBT
a2weff (3.43)

where w is the random jump rate or the random walk transition rate which is
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necessarily real, ũ = jω/wn is normalized angular frequency, and P̂bb is the diagonal

bra-ket of the random walk propagator. The diagonal bra-ket of the propagator

further determines how the random walk becomes frequency-dependent for different

lattices. For a 1D chain and a 3D simple cubic lattice:

P̂bb =


1√

ũ(ũ+ 4weff)
for 1D chain

1

2(ũ+ weff +
√
ũ(ũ+ 12weff))

for 3D sc lattice
(3.44)

This particular EMA is indeed powerful for one specific objective: to model the mi-

croscopic mechanism of hopping conduction in single-phase disordered media, where

the hopping transition rates in the given atomic lattice may not be uniform.

In the case of composite materials, the microscopic phenomenon is simply mod-

eled through each individual component’s complex conductivity σ̂0. A ”disorder”

would then be defined in terms of how those individual conductivities are randomly

distributed throughout the inhomogeneous medium. Therefore, it is inappropriate to

base the frequency-domain EMA scheme based upon the transition rates of a given

atomic lattice5. Instead, the random AC network, naturally derived from continuum

electrodynamics equations for an inhomogeneous media, is the more appropriate lat-

tice picture of the composite material problem.

Another important point must be made regarding the weakness of the single bond

EMA. It is a well-known property that almost all single-bond EMAs lose their ac-

curacy near percolation thresholds (such as conductor/insulator transition). The

explanation for this behavior can be found due to ”correlation” effects that become

significant at very large length scales near those critical regions, as the network’s elec-

trical properties are transforming in an incredibly disruptive manner6. One famous

method to correct the behavior near those critical regions is to replace the single

5This is not to say that it cannot be worked out. One may assign transition rates for each
component of the composite material and derive the effective conductivity. Afterwards, the equation
can be added in parallel with a capacitor to model the material’s permittivity, such was done in Ref [7]
for dispersed ionic conductors. However, such model cannot take into account the inhomogeneity of
the material’s relative permittivity, making this EMA scheme inappropriate still.

6An analogy can also be made with solid-to-gas phase transition, such as sublimation, in materials.
In such phase transition, the rigid atomic lattices are being disrupted at all length scales as the
material is transforming into free-moving gas atoms.
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impurity bond with a cluster of impurities. Cluster extension methods for the EMA

will almost always require the use lattice Green’s functions, hence why their pres-

ence in the EMA is significant. In terms of the heuristics approach, cluster extension

will require the evaluation of ΣAB beyond the nearest neighbor is needed, which is

where the lattice Green’s function would be invaluable. In terms of the bond Green’s

function approach, lattice Green’s function will be used as part of a diagrammatic

expansion imposed by the cluster extension in different orders of correction. More on

the bond Green’s function approach can be found in several references [75–79].

3.3 Models for M-Component System

One may notice that the single-bond EMA will immediately produce a characteristic

M -th order polynomial for an M -many component system. This fact can be readily

observed by multiplying the denominator of Eq. 3.41 to produce another equivalent

equation:
M∑
i=1

{
Pi(σ̂i − σ̂eff)

[
M−1∏
j 6=i

(σ̂j +
(z

2
− 1
)
σ̂eff)

]}
= 0 (3.45)

which is essentially a polynomial of M -th order if each factor is expanded. The

fact that the algebraic structure of the effective medium approximation (EMA) is

a polynomial has significant physical context towards understanding the percolating

behavior of composite materials with arbitrary number of components.

In general, the coefficients of the polynomial resulting in expanding Eq. 3.45 are

regarded as a product of algebraic manipulation. However, if each coefficient can be

thought of as a coupling coefficient, its role in determining the mixing rule for a

multi-component composite material will be clearly appreciated. The coupling coeffi-

cients can be denoted as K(k)
σ̂ , derived term-by-term after expanding the polynomial

such as Eq. 3.41:
M∑
k=0

K(k)
σ̂ (σ̂eff)M−k = 0 (3.46)
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Suppose that a compact polynomial was obtained for a composite material with

some number of components M . One may then ask several basic questions which is

related to the properties of the resulting polynomial:

1. What is the physical significance of each coupling coefficient?

2. What is the role of the discriminant ∆M of the polynomial?

3. What does the polynomial tells us about the solution to the composite material

problem?

To answer these questions efficiently, it is instructive to start with the simplest com-

posite system, which is the two-component system or M = 2. This will allow some

of the key concepts to be understood in a simpler manner.

3.3.1 2-Component System, M = 2

The two-component system is the simplest model for a composite material and can

be interpreted as a model for two-phase material which has no or little existing space

charge layer contribution. And as the simplest model of a composite material, the

percolating behavior of the EMA will be more thoroughly discussed here. Firstly, it

is easy to see the resulting quadratic equation can be found by applying Eq. 3.41:

P1
σ̂1 − σ̂eff

σ̂1 + (z/2− 1)σ̂eff

+ P2
σ̂2 − σ̂eff

σ̂2 + (z/2− 1)σ̂eff

= 0 (3.47)

Multiplying the denominator and expanding each term, the two-component system

will result in the following quadratic equation with the following coupling coefficients:

K(0)
σ̂ (σ̂eff)2 +K(1)

σ̂ (σ̂eff) +K(2)
σ̂ (σ̂eff) = 0 (3.48)

K(0)
σ̂ = −

(z
2
− 1
)

(3.49)

K(1)
σ̂ = σ̂1

(z
2
P1 − 1

)
+ σ̂2

(z
2
P2 − 1

)
(3.50)

K(2)
σ̂ = σ̂1σ̂2 (3.51)
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The solution is simply obtained by the quadratic formula in which the solution will

always be positive, i.e. the physical result:

σ̂eff = − 1

2K(0)
σ̂

[
K(1)
σ̂ +

√(
K(1)
σ̂

)2

− 4K(0)
σ̂ K

(2)
σ̂

]
. (3.52)

With closed-form expressions of the 1st and 2nd coupling coefficients derived, it is

now easy to see why the ’coupling’ terminology is used using the diagram representa-

tion of the coupling coefficients found in Fig. 3.9. In the 1st order coupling coefficient,

each individual (complex-valued) conductivity (σ̂1 and σ̂2)is weighted proportionally

to its respective volume fraction. Each of them would then be added to produce

the final coupling coefficient. However, the 2nd order coupling coefficient will feature

a coupling between the two component’s conductivity, mathematically represented

simply by the product between the two.

Figure 3.9: Diagram representation of coupling behavior in a two-component system
(M = 2) with accompanying mathematical expressions. One diagram represents one
term in the coupling coefficient. A diamond (�) represents one complex conductivity,
a dashed line indicates proportionality with volume fraction for each term. Black
curves will connect conductivities as a form of coupling and finalize the loop by
connecting it to its respective volume fraction proportionality. Thus, a closed loop
will indicate a non-zero term. For instance, one term in the 1st coupling coefficient
has � for one component completing a loop with its own volume fraction.
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This concept is crucial in non-linear regression analysis of multi-component com-

posite materials as it implies that any EMA model cannot be used to completely

parametrize each individual conductivity using one set of data unless some foreknowl-

edge or assumption was acquired to reduce the coupling or order of the system. For-

tunately, the diagrams in Fig. 3.9 can be instructive in how a decoupling procedure

can be made to make the models more tractable. The decoupling procedure is illus-

trated in Fig. 3.10. By treating one of the conductivities to be zero, which is a typical

for modeling an insulating component in the DC regime, an M -component system is

reduced to an M − 1 component system as the highest order coupling coefficient van-

ishes to zero. Thus, the two-component system is reduced to a quasi one-component

system. For a system with arbitrary number of components, the coefficients resulted

from such procedure will be denoted as Q(l,k)
σ̂ , where the superscript set (l, k) denotes

to what order it the component system is decreased to, e.g., l = 2 for reducing an

arbitrary system to a quasi two-component system, as and its order.

Figure 3.10: A decoupling procedure by introducing an ideal insulator in (2), i.e.
σ̂2 = 0. When an ideal insulator is set as one of its component, the coupling loop
vanishes which completely erases it from contributing to the effective conductivity. In
the two-component (M = 2) case, this turns the problem into a quasi-one-component
problem.
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The resulting quasi-one component system can be found with the following straight

line equation:

σ̂eff = −Q
(1,1)
σ̂

Q(1,0)
σ̂

(3.53)

Q(1,0)
σ̂ = −

(z
2
− 1
)

Q(1,1)
σ̂ = σ̂1

(z
2
P1 − 1

)
It is easy to verify that the straight-line equation crosses zero conductivity at a spe-

cific concentration denoted as the critical percolation threshold pc. For a 3D simple

cubic lattice where z = 6, the percolation threshold pc = 1/3. The decoupling proce-

dure made above is in fact the standard way for which true percolation to be studied

for any lattice system 7. However, it is difficult to appreciate the result by perform-

ing the decoupling procedure alone. More intuition can be made by analyzing the

discriminant of the quadratic equation.

It was briefly described that the discriminant of the solution to the two-component

system is related to the percolation threshold of the system [84]. Thus, in the context

of coupling coefficients, the percolation threshold for this specific conductor/insulator

mixture can also be found using its discriminant:

∆M=2 =
(
K(1)
σ̂

)2

− 4K(0)
σ̂ K

(2)
σ̂ (3.54)

The discriminant can be plotted, starting from σ2 = σ1/10 to σ2 = 0 to represent

gradual transformation of one component to an ideal insulator. The figure for such

case when z = 6 (3D simple cubic lattice) can be found in Fig. 3.11. It is interesting

to note that the curve starts from the top at higher value of σ2 before the minimum

touches the x-axis. This particular point in the minimum simultaneously act as when

∆M=2 = 0. With elementary calculations, it can be easily shown that the minimum

point is equivalent to the percolation threshold pc = 1/3.

7Alternatively, one may set one of the component’s conductivity to be infinite, i.e. σ̂2 =∞, rep-
resenting a conductor-superconductor mixtures. Studying conductor-ideal insulator and conductor-
superconductor mixtures is the standard mode of analysis for many percolation studies.
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Figure 3.11: Plot of the discriminant function (z = 6) for the two-component system
∆M=2 normalized to its value at P1 = 1. The larger the ratio between σ1 and σ2, the
lower the minimum of the discriminant.

Figure 3.12: Comparison between the discriminant function when σ2 = σ1/8 and
σ2 = 0. When the minimum touches the x-axis, true percolation is established. When
this is not the case, overlap of regions is observed.

Thus, the discriminant of the two-component system helps determine how signif-

icant is the percolation transition, as illustrated in Fig. 3.12. When the minimum of

the discriminant touches the x-axis, the material will experience true percolation and

two distinct regions of concentrations may be found indicating a composite material
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that can take two different electrical properties (conducting and insulating, in this

case). When this is not the case, the system does not have true percolation and

what was supposed to be two distinct regions becomes two overlapping regions. The

minimum point can then be used to determine the effective transition point.

Before moving on towards higher number component system, several final com-

ments shall be made. Firstly, a famous effective medium approximation named the

Bruggemann symmetrical formula can be obtained by setting z = 6 and applying the

analytical solution to the two-component problem:

σ̂eff =
1

4

[
K +

√
K2 − 8σ̂1σ̂2

]
(3.55)

K = σ̂1(3P1 − 1) + σ̂2(3P2 − 1)

The Bruggemann symmetrical formula was obtained directly from the continuum

electrodynamics equations (without any discretization process) as an improvement to

the Maxwell-Garnett equation [85]. This direct correspondence to a continuum EMA

model provides an important precedence for the choice of a 3D simple cubic lattice

as the correct lattice model for the composite material. Secondly, one must keep in

mind that the percolation threshold obtained for 3D simple cubic lattice does not

agree with the accurate and widely-accepted ’exact’ result through large-scale Monte

Carlo simulations, which is pc = 0.2456. As discussed in Section 3.2, this discrepancy

can be sourced from the lack of correlation effects in the single-bond EMA.

With the role of the coupling coefficients and discriminant established, the dis-

cussion is now ready to move towards higher number component system. At the

present, no analytical solution has been provided yet a general k-th order mixing

coupling coefficients for an arbitrary number of components. However, it is known by

Abel-Ruffini theorem that an analytical algebraic solution in the form of radicals, e.g.

square roots, cubic roots, can only be obtained for polynomials of order 4 and below.

This restriction should be well enough for many applications. Because of that, the

results for 3-, and 4- component system will be presented in the next subsections.
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3.3.2 3-Component System, M = 3

The three-component system can represent a model for a two-component composite

with a single space charge layer, such as that of dispersed ionic conductors, or just

a general three-phase material with negligible space charge layer. Applying Eq. 3.41

again, it may be independently confirmed that the k -th order coupling coefficients for

the resulting cubic equation will be the following:

K(0)
σ̂ (σ̂eff)3 +K(1)

σ̂ (σ̂eff)2 +K(2)
σ̂ (σ̂eff) +K(3)

σ̂ = 0 (3.56)

K(0)
σ̂ =−

(z
2
− 1
)2

(3.57)

K(1)
σ̂ =

(z
2
− 1
) [
σ̂1

(z
2
P1 − 1

)
+ σ̂2

(z
2
P2 − 1

)
+ σ̂3

(z
2
P3 − 1

)]
K(2)
σ̂ =σ̂1σ̂2

(z
2

(1− P3)− 1
)

+ σ̂2σ̂3

(z
2

(1− P1)− 1
)

+ σ̂1σ̂3

(z
2

(1− P2)− 1
) (3.58)

K(3)
σ̂ =σ̂1σ̂2σ̂3 (3.59)

The diagram representation for the coupling coefficients in the three-component

system may be found in Fig. 3.13. The similar trend is also observed with the

two-component system except that now the combinatorial way in which coupling

occurs can be more clearly appreciated, especially when looking at the 2nd coupling

coefficient. Each term in the 2nd coupling coefficient is linearly proportionally to the

volume fraction of the uncoupled component within that term.

For the cubic equation, an analytical solution has been derived for real coefficients,

which is known as the Cardano’s solution [86]. Thus, it may be used for both DC

exactly and low-frequency AC approximately. Expressed in terms of the k -th order

coupling coefficients, the analytical solution is the following:

σ̂eff = − K
(1)
σ̂

3K(0)
σ̂

+
3

√
Rσ̂ +

√
(Rσ̂)2 − (Sσ̂)3 +

3

√
Rσ̂ −

√
(Rσ̂)2 − (Sσ̂)3 (3.60)

Rσ̂ =
K(1)
σ̂ K

(2)
σ̂

6
(
K(0)
σ̂

)2 −
K(3)
σ̂

2K(0)
σ̂

−

(
K(1)
σ̂

3K(0)
σ̂

)3

(3.61)
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Figure 3.13: Diagram representation of coupling behavior in a three-component
system (M = 3) with accompanying mathematical expressions. The combinatorial
way in which coupling occurs can now be clearly elucidated. For instance, in the 2nd

coupling coefficient, each diagram is weighted by the volume fraction of the uncoupled
component of that specific diagram. This suggests that the general solution may
involve some sort of complex combinatorial representation that depends on the order
of the coupling coefficient k and the number of components M

Sσ̂ =
K(2)
σ̂

3K(0)
σ̂

−

(
K(1)
σ̂

3K(0)
σ̂

)2

(3.62)

For a general solution at finite frequencies, which will be helpful in studying the

impedance and modulus spectra, a numerical method can be used such as the roots

function in MATLAB and Python to solve for all roots of the polynomial in a fast

manner, and extract only the physical solution. The physical solution will correspond

to the root in which its real part will be positive or equal to zero, i.e. Re(σ̂eff) ≥ 0.

For details in implementing this procedure, see the Appendix.
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The percolation thresholds and general percolating behavior of the system can be

further determined by looking at the determinant of the cubic polynomial:

∆M=3 =
(
K(1)
σ̂ K

(2)
σ̂

)2

− 4K(0)
σ̂

(
K(2)
σ̂

)3

− 4K(3)
σ̂

(
K(1)
σ̂

)3

− 27
(
K(0)
σ̂ K

(3)
σ̂

)2

+ 18K(0)
σ̂ K

(1)
σ̂ K

(2)
σ̂ K

(3)
σ̂ (3.63)

Following the example of the two-component system, a decoupling procedure at

the DC case can be performed by setting one of its components to zero. This will

transform the equation into the following quadratic equation:

Q(2,0)
σ̂ (σ̂eff)2 +Q(2,1)

σ̂ (σ̂eff) +Q(2,2)
σ̂ = 0 (3.64)

Q(1,0)
σ̂ = −

(z
2
− 1
)2

(3.65)

Q(1,1)
σ̂ =

(z
2
− 1
) [
σ̂1

(z
2
P1 − 1

)
+ σ̂2

(z
2
P2 − 1

)]
(3.66)

Q(1,2)
σ̂ = σ̂1σ̂2

(z
2

(1− P3)− 1
)

(3.67)

where both the solution and the discriminant is already defined from previous section.

Unlike the two-component system, the volume fraction has an extra degree of

freedom. Thus, the percolating behavior of the system will depend on what type

of mixtures are being made and how does each component’s volume fraction change

with only the volume fraction of one component. An analysis of the percolating

behavior of a three-component system through the discriminant function will be done

for dispersed ionic conductors in Section 3.4.

3.3.3 4-Component System, M = 4

While conductor-insulator composites are heavily studied, a general two-phase ma-

terial has shown to have two distinct space charge layers, one for each phase if each

contains conducting ions [35]. This implies that a four-component system might be

suitable for that specific purpose. Alternatively, a solution to the four-component

composite will also be important for a general four-phase material which neglects
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their space charge layer contributions. The four component system will result in a

quartic equation with the following coupling coefficients:

K(0)
σ̂ (σ̂eff)4 +K(1)

σ̂ (σ̂eff)3 +K(2)
σ̂ (σ̂eff)2 +K(3)

σ̂ (σ̂eff) +K(4)
σ̂ = 0 (3.68)
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Due to the length of these coupling coefficients, the diagrams shall not be presented

but using the intuition obtained from the three-component system, the combinatorial

way in which coupling occurs can be carefully inspected term-by-term. The Ferrari’s

solution for the quartic equation can be used to obtain the analytical equation appli-

cable to DC regime and low-frequency region [86]. While this analytical solution can

be very lengthy to implement, the previous-mentioned roots function from Python

or MATLAB can also be implemented again even for the DC case. However, the

Ferrari’s solution will still be presented here for the sake of completion:

σ̂eff =− K
(1)
σ̂

4K(0)
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√
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3.4 Application: Dispersed Ionic Conductors

The most important feature to be accounted for in dispersed ionic conductors is the

volume fractions equations. Since a two-phase material is being modelled as a three-

component system, the extra degree of freedom must be taken account for based on

how space charge layer volume fraction changes with the insulator concentration. This

depends on how one view the geometrical problem. Early percolation-based models

relied upon an analysis of small primitive square and cubic lattices [6, 42]. Applying

these volume fraction equations can allow obtaining the right qualitative shape of the

conductivity vs. insulator concentration curve, even with a non-percolating model as

exemplified in Ref. [2].

Volume fraction equations can be modeled more precisely by considering overlap-

ping spherical particles which follow a Poisson distribution [3]. Firstly, suppose that

the dispersed material is the insulator, in the form of spherical particles (in 3D) or

circular disks (in 2D). The volume fraction of each spherical insulating particle can

be denoted as Pc = p and may be found as:

p = 1− e−cRNρd (3.76)

where c is a constant related to the dimension of the space, ρd is the density of the

matrix (which is the conductor), R is the insulting particle’s radius, and N is the

dimension of the space (N = 3 for 3D). Using Eq. 3.76, ρd can also be expressed in



64

terms of the insulator volume fraction:

ρd = − ln(1− p)
1

cRN (3.77)

In dispersed ionic conductors, each insulating particle will have a concentric shell

of space charge layer surrounding it. Suppose that a dimensionless variable η = 1+ λ
R

is introduced, where λ is the thickness of the shell or space charge layer. This allows

expressing the volume fraction of the composite core-shell particle similarly to Pc:

Pc−s = 1− e−c(ηR)Nρd (3.78)

Therefore, the volume fraction of the space charge layer Pb can be found in terms p

through Eq. 3.77 and 3.78

Pb = Pc−s − p (3.79)

= 1− p− (1− p)ηN (3.80)

The volume fraction of the conductor can be found easily afterwards. Recalling that

subscript ’a’ refers to the conductor, subscript ’b’ refers to the space charge layer, and

subscript ’c’ refers to the insulator, then the volume fraction equations for dispersed

ionic conductors can be found as:

Pa = (1− p)ηN (3.81)

Pb = 1− p− (1− p)ηN (3.82)

Pc = p (3.83)

η = 1 +
λ

R
(3.84)

With these equations in mind, it is possible to re-derive the EMA ’continuum

percolation’ model from Ref. [3] by performing a decoupling procedure. By setting

the insulator one of the component’s conductivity to be zero (σ̂c = 0 in this case),

normalizing the conductor’s conductivity, i.e. σ̂1 = 1 and σ̂2 = τ , and letting the

conductivity to be purely real, Eq. 3.52 can be used to obtain the solution that is
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Figure 3.14: A comparison between this work’s analytical solution, representing the
original three-component system, the quasi two-component system’s solution, identi-
cal to solution by Roman [3], and the numerical solution. The quasi-two component
system will yield unphysical result beyond the conductor/insulator transition, limiting
its applicability. Parameters: σa = 1, σb = 10, η = 1.5

completely identical to the one given in Ref. [3]. Care must be taken in using this

solution as it is restricted to volume fractions below the conductor/insulator transition

pc, as illustrated in Fig. 3.14. In Fig. 3.14, the conductivity of the insulator goes

to negative as a result of the decoupling procedure while both the numerical and

analytical solution was still applicable above the percolation threshold. Therefore,

the solution to the quasi-two phase component system shall not be used and the

solution for the original cubic equation, as presented in Section 3.3, will be used

instead.

Now that the volume fraction equations are established, the discriminant ∆M=3

can be plotted to observe the percolating behavior of the system. Fig. 3.15 shows

the plot of the discriminant normalized to its value at 100% insulator and DC con-

ductivity, using some set parameters. The shape of the curve resembles a double-well
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Figure 3.15: Plot of the discriminant ∆M=3 and DC conductivity, showcasing dif-
ferent regions of dispersed ionic conductor and existing percolation thresholds. In
subsequent analysis, Region IV* is taken to be the same as Region IV. Parameters:
σa = 1, σb = 100, η = 1.6.

potential, with both minima touch the x-axis. The minimum closer to the conductor

side is known as the interface percolation p′c while the minimum closer to the insula-

tor side is known as the conductor/insulator transition p′′c . Closer inspection reveals

that there’s a third minimum very close to the conductor/insulator transition. The

existence of a third percolation threshold p′′′c is a consistent feature in all percolation-

based models of dispersed ionic conductors [3,6,42,43]. But for all practical purposes,

this transition can be regarded to be equivalent to the conductor/insulator transition,

i.e. p′′c ≈ p′′′c .

With the help of the discriminant function, four regions can be identified that is

specific to the dispersed ionic conductor:

1. (Region I) Normal region. This is the region in a composite material where the

electrical properties does not differ from the bulk conductor.

2. (Region II) Space-charge layer region: This is the region above the interface per-

colation, where enough space charge layers have formed to provide continuous

highly conducting pathways.
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3. (Region III) Blocking region. This is the region after the optimum concentration

when the insulator concentration is high enough that it starts to decrease the

conductivity of the composite.

4. (Region IV). Insulating region. This is the region after the conductor/insulator

transition where the insulator component forms continuous blocking pathways

that disrupts the composite and turning it into an insulator.

In addition, one may notice that the conductor-insulator transition can be calculated

by performing a minimization procedure onto the discriminant function. While this

can be done to solve for the interface percolation p′c and the conductor/insulator

transition p′′c , a less time-consuming method is to solve the following two relations:

(1) Pc = 1− 2
z

for p′′c , and (2) Pb = 2
z

for p′c [3].

It is also useful to derive some bounds for theoretical maximum and minimum

conductivity of the dispersed ionic conductor. These bounds come from two different

limits: (1) negligible space charge layer ( λ
R
→ 0) and (2) very thick space charge layer

( λ
R
→ ∞). Alternatively, the first limit can also correspond to large particle sizes

while the second limit corresponds to very small particle sizes. For λ
R
→ 0 the volume

fraction equations will be,

P1 = 0; P2 = 1− p; P3 = p (3.85)

And for λ
R
→∞,

P1 = 1− p; P2 = 0; P3 = p (3.86)

These limiting cases affect the previous probability distribution by completely

eliminating either the conductor’s or space charge layer’s contribution towards the

conductivity of the composite. Performing the decoupling procedure, it may be readily

confirmed that the bounds are straight line equations:

σmin
eff =

σ̂1

2
(2− 3p) when

λ

R
→ 0 (3.87)

σmax
eff =

σ̂2

2
(2− 3p) when

λ

R
→∞ (3.88)
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Figure 3.16: DC conductivity curves at different η values. With higher η, i.e.
large space charge layer or smaller particle size, the enhancement will be significantly
higher and the peak will move much closer to the conductor side. Parameters: σa = 1,
σb = 10

Fig. 3.16 shows the usage of these bounds with plots of dispersed ionic conductors

of different η. The trend can be clearly seen where the system will shift its optimum

peak to the conductor side as the space charge layer thickness is increased or the

particle size is reduced through different processing methods. In addition, the bounds

can also provide an idea of whether a material, at its given concentration, can be

further enhanced by looking at how far it is from its theoretical maximum.
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3.4.1 Case Study: LiI− Al2O3

Now that all essential features of the model have been explained, the model’s predic-

tions on impedance spectra and conductivity can be explored. The case study ma-

terial to be used is the LiI− Al2O3 system, based on Ref. [1]. Fitting was obtained

through Python’s LMFIT package, which provides non-linear regression as well as

error analysis tools [87]. Fig. 3.17 provides the fitting result for the LiI− Al2O3 sys-

tem. Table 3.1 provides the set parameters used in this work, fitted parameters from

the non-linear regression, and important calculated parameters, such as percolation

thresholds and theoretical maximum.

Figure 3.17: Fitting result for LiI− Al2O3 system.

With only two parameters, the model was able to provide accurate fitting of the

conductivity data. The model indicates that the space charge layer conductivity is

roughly 35 times higher than the pure conductor. However, in combination with the

insulator, the conductivity enhancement was found to only be 8.25 times instead.



70

Table 3.1: Set parameters for the LiI− Al2O3 system.

Set Parameters Calculations
σa,∞ (S/cm) 1.4 · 10−6 p′c 0.145
σc,∞ (S/cm) 10−14 p′′c 0.667
εa,r 11.3 pmax 0.345
εb,r 11.3

Theoretical, σmax
eff (S/cm) 2.3 · 10−5

εc,r 9.1
Fitted Parameters

Theoretical, σmin
eff (S/cm) 6.8 · 10−7

σb,∞ (S/cm) (4.7± 0.4) · 10−5

η 1.61 ± 0.01

To find whether the material can be further optimized with processing methods, the

theoretical maximum and real maximum can be compared. The calculated theoretical

maximum at optimal concentration (pmax=0.345) was found to be 2.26 · 10−5 S/cm

which is not very far off from the optimum peak 1.15 · 10−5. This shows that the

material was fairly optimized in terms of processing method.

Before moving on towards impedance spectra parametric studies, the percolating

behavior of the system can now be studied through the discriminant function ∆M=3,

as shown in Fig. 3.18.a. The most interesting result can be found from the lack

of minimum peak corresponding to the interface percolation. Recalling the result

from the two-component system, this implied that Region I and Region II of the

system has significant overlap. This result makes sense in relative to the ratio of pure

conductor’s conductivity and the space charge layer conductivity. To confirm the

degree of overlap, the behavior of interface percolation with increasing conductivity

enhancement may be found in Fig. 3.18.b. It is found that interface percolation

becomes more distinguishable only if the space charge layer conductivity is 1000-

5000 times higher than the pure conductor itself. The trend in the disappearance of

minimum also suggests that there are different types of dispersed ionic conductors

based on the degree of overlap between Region I and Region II. This observation also

can be found somewhere else [38].
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Figure 3.18: (Left) Plot of the discriminant function ∆M=3, normalized to its value
at 100% insulator concentration, compared to the fitted curve. The model suggests
that the material does not have a well-defined interface percolation, which is consistent
with the space charge layer conductivity obtained. (Right) a parametric study on
space charge layer conductivity and its effect to interface percolation. With increasing
τ , the material starts to have a well-defined interface percolation. The interface
percolation will shift more towards the conductor side.
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Figure 3.19: Impedance spectra, −ρ′′ bode plot, and M ′′ bode plot for Region I.

Fig. 3.19 provides impedance spectra, imaginary impedance (−ρ′′) bode plot, and

imaginary modulus (M ′′) bode plot for Region I in the LiI− Al2O3. In accordance

with the trend in DC conductivity, the real impedance is shown to be decreasing with

more Al2O3 content. Furthermore, according to the impedance spectra, the composite

material retains the characteristics of the conductor at very small concentrations

until an asymmetric arc was observed near the interface percolation. Looking at

the modulus bode plot, two overlapping relaxation peaks can be observed starting

very early but gradually before the interface percolation happens. This behavior is

consistent with the previous discussion regarding the overlap of Region I and Region

II based on the discriminant function found in Fig. 3.18.



73

Figure 3.20: Impedance spectra, −ρ′′ bode plot, and M ′′ bode plot for Region I,
when ratio of space charge layer conductivity and pure conductor is very high.

Because there’s an overlap between two regions, it would beneficial to observe the

case in which the system has little overlap and the interface percolation p′c is close

to the calculated value found in Table 3.1. This particular case is plotted in Fig.

3.20, where the conductivity of the space charge layer is increased by 5000 times.

In here, the expected behavior can be found; the semicircle arc of the conductor

retains its shape up until the interface percolation. The dispersed ionic conductor

still retains its characteristic frequency in the relaxation peaks while their magnitude

for both −ρ′′ and M ′′ decreases with more insulator content. No overlapping peaks

or gradual transitions were observed in the modulus bode plot as well, indicating a

proper distinction between Region I and Region II.
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Figure 3.21: Impedance spectra, −ρ′′ bode plot, and M ′′ bode plot for Region II.

Going back to the original parameters, the asymmetric impedance arc, the char-

acteristic of Region II, becomes more noticeable as the system moves away from the

interface percolation. The impedance spectra, imaginary impedance, and modulus

plots can be found in Fig. 3.21. Because the asymmetric impedance arc is unique

to Region II, the shape is retained for all volume concentrations before the optimum

concentration. Another interesting trend to be observed is the shift of both relaxation

peaks in imaginary impedance and modulus towards higher frequencies. In addition,

it should be noted that the reduction in real impedance is no longer as rapid in Re-

gion I, which is expected as the composite material reaches its optimum concentration.

This is merely a reflection of the change in curvature in the DC conductivity.
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Figure 3.22: Impedance spectra, −ρ′′ bode plot, and M ′′ bode plot for Region III.

The opposite trend starts to appear in Region III, as shown in Fig. 3.22. In

this region, the insulator increases the real impedance at a much faster rate than

the space charge layer increasing the conductivity and shifts relaxation peaks for

both the imaginary impedance and modulus. The shift in relaxation peaks makes

sense because to reach a capacitive behavior, the relaxation peak in the imaginary

impedance must go to a lower frequency and increase in magnitude. This behavior

will allow the material to reach capacitive behavior, which is the way the insulator is

modeled. Similarly, the modulus behavior progresses by diminishing the magnitude

of its peak as insulator concentration is increased.
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Figure 3.23: Impedance spectra, −ρ′′ bode plot, and M ′′ bode plot for Region IV.

Finally, in Region IV, the material has become an insulator, as shown in Fig. 3.23.

The change in phase angle since the composite material takes a phase angle of 45o

at the conductor-insulator transition, similar to a semi-infinite Warburg impedance.

This particular behavior is similar to the simulation of a two-component percolating

EMA for relative permittivity [84]. Once this transition is passed, the low-frequency

angle starts to increase before it becomes fully 90o, consistent with the insulator

model. Due to the drastic change in phase angle, it is instructive to compile a figure

that demonstrates the phase angle change starting from Region III to Region IV,

ending at pure insulator. This figure can be found in Fig. 3.24
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Figure 3.24: Impedance spectra, −ρ′′ bode plot, and M ′′ bode plot moving from
Region III to Region IV. Arrow indicates higher insulator content.

As one last comparison, it is useful to discuss the trends in the low-frequency

relative permittivity as shown in Fig. 3.25. The low-frequency relative permittivity

is an important data to obtain as it provides a direct evidence as to where percolation

is taking place in the composite material. Both numerical and analytical solutions

predicted two peaks corresponding to the interface percolation and the conductor/in-

sulator transition respectively. These results are in agreement with early AC studies

performed for percolation-based dispersed ionic conductor models [7, 8].
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Figure 3.25: Low-frequency (1 Hz) dielectric constant/relative permittivity using
the solution of the cubic equation and the numerical solution.

The impedance spectroscopy parametric studies for the LiI− Al2O3 showcase the

practicality of the frequency domain EMA in assessing impedance characteristics

of a dispersed ionic conductor in different regions of insulator concentrations. In

particular, non-linear regression analysis on DC conductivity data can be performed

to study its percolating behaviors, through the discriminant function ∆M=3 and assess

its closeness to the optimal high conductivity using theoretical bounds. Impedance

spectra simulations can be performed for all concentrations where regions of interest

can be evaluated before experimentally synthesizing the composite materials.
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3.5 Summary

In conclusion, a framework for deriving frequency-domain effective medium approxi-

mation (EMA) has been developed for a general composite material of an arbitrary

number of components. The lattice picture in the form of random AC network is

shown to be the most appropriate lattice model and has a direct correspondence with

its continuum version governed by the continuum electrodynamics or Maxwell’s equa-

tions. The EMA was derived using both the heuristics and lattice Green’s function

to elucidate both the strengths and weaknesses of the EMA being used in this work.

The resulting equation to solve is in the form of a polynomial, in which the coefficients

are denoted as coupling coefficients for their role in determining the mixing rule for

the system, coupling the conductivity of each component, and determining the per-

colating behavior of the system through the discriminant function ∆M . Specific cases

were considered for 2-,3-, and 4- component systems where the coupling coefficients

have been represented.

The three-component system was then used to develop the macroscopic, frequency-

domain model for dispersed ionic conductors. After establishing volume fraction

equations, the percolating behaviors and conductivity trends were discussed, specif-

ically in the context of the coupling coefficients. Comments were made regarding

the limited scope of the ’continuum percolation’ model of dispersed ionic conductors

proposed by Roman [3]. Case study application of the model was performed to the

classic LiI− Al2O3 system, where peculiar features such as in-distinctive interface

percolation or overlapping Region I and Region II, as well as frequency dispersion

in impedance spectra are discussed. The combined parametric studies showcase the

power of the model and the general EMA framework in modeling DC and AC char-

acteristics of a composite material.



Appendix A
Python Code for 3-Component

System

The following attached code is used to perform numerical fitting and simulation of DC

conductivity data and impedance spectra using either the derived analytical solution

or the roots function provided by Python.

1 from l m f i t import ∗
2 from numpy import ∗
3 from matp lo t l i b . pyplot import ∗
4 from sc ipy . opt imize import ∗
5 #3 Component System , Random AC Network Model

6 #Mater ia l Type : Conductor I n s u l a t o r Composite

7 #Author : Muhammad Risyad Hasyim

8 #Date : 03/30/2017

9 #Contact : mrh5506@psu . edu or muhammadrisyadh@gmail . com

10 #Data from Liang 1973 , LiI Al2O3

11

12

13 #I n i t i a l i z e formatt ing

14 rcParams [ ” font . f ami ly ” ] = ” sans s e r i f ”

15 rcParams [ ” font . sans s e r i f ”]=” He lve t i c a ”

16 rcParams [ ” font . s i z e ”]=”13”

17

18 #Reading f i l e



81

19 data=loadtx t ( ’ Liang . txt ’ )

20 DETA=data [ : , 1 ]

21

22 #MATERIAL’S PROPERTIES

23 eps0 =8.8541878176∗10∗∗ 12 #p e r m i t t i v i t y o f vacuum

24 d=3. #dimension . Set to 3 u n l e s s some 2D s imu la t i on i s needed

25 z=2∗d #number o f bonds in the network , f o r a hypercubic l a t t i c e .

26

27 #Express ing the c o n d u c t i v i t i e s o f each i n d i v i d u a l component , a , b , and c

28 #a = conductor

29 #b = space charge l a y e r

30 #c = i n s u l a t o r

31 #The microscop i c model f o r the c o n d u c t i v i t i e s are c u r r e n t l y s imple .

S p e c i a l i z e d

32 #d i e l e c t r i c f u n c t i o n s such as the Lorentz model or Jonscher ’ s Un ive r sa l

Law can

33 #a l s o be used i f one wishes .

34 om = lambda f : 2∗ pi ∗ f ∗ eps0 ∗1 j

35 de f a ( f , cond , epsra ) :

36 re turn cond+om( f ) ∗ epsra

37 de f b( f , cond , n , epsrb ) :

38 re turn cond∗n+om( f ) ∗ epsrb

39 de f c ( f , ins , eps rc ) :

40 re turn i n s+om( f ) ∗ eps rc

41

42 #k TH ORDER COUPLING COFFICIENTS

43 de f K0( z ) :

44 re turn ( z / 2 1 ) ∗∗2
45

46 de f K1( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc ) :

47 Pc=p

48 Pa=(1 p) ∗∗ eta ∗∗d
49 Pb=1 p ( 1 p) ∗∗ eta ∗∗d
50 q=(z / 2 1 ) ∗( a ( f , cond , epsra ) ∗( z /2∗Pa 1 ) +b( f , cond , n , epsrb ) ∗( z /2∗Pb 1 ) +c

( f , ins , eps rc ) ∗( z /2∗Pc 1 ) )

51 re turn q

52

53

54 de f K2( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc ) :

55 Pc=p
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56 Pa=(1 p) ∗∗ eta ∗∗d
57 Pb=1 p ( 1 p) ∗∗ eta ∗∗d
58 q=(a ( f , cond , epsra ) ∗b( f , cond , n , epsrb ) ∗( z / 2 ∗ ( 1 Pc) 1 )+a ( f , cond , epsra ) ∗

c ( f , ins , eps rc ) ∗( z / 2 ∗ ( 1 Pb) 1 )+b( f , cond , n , epsrb ) ∗c ( f , ins , eps rc ) ∗( z

/ 2 ∗ ( 1 Pa) 1 ) )

59 re turn q

60

61 de f K3( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc ) :

62 re turn a ( f , cond , epsra ) ∗b( f , cond , n , epsrb ) ∗c ( f , ins , eps rc )

63

64

65 #Ana ly t i c a l s o l u t i o n f o r a cubic polynomial us ing Cardano ’ s s o l u t i o n

66 de f cardan ( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc ) :

67 u=empty (2 , complex128 )

68 v=empty (2 , complex128 )

69 k1=K1( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc )

70 k2=K2( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc )

71 k3=K3( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc )

72 k0=K0( z )

73 z0 = k1 /(3∗ k0 )+0j

74 s=k2 /(3∗ k0 ) k1∗k1 /(9∗ k0∗k0 )+0j

75 r =(9∗k1∗k2 /( k0∗k0 ) 2 7∗ k3 /( k0 ) 2 ∗ ( k1/k0 ) ∗∗3) /54+0 j

76 u=(r+s q r t ( r∗∗2+s ∗∗3) ) ∗∗ ( 1 /3 . )

77 v=(r s q r t ( r∗∗2+s ∗∗3) ) ∗∗ ( 1 /3 . )

78 s i g e f f=u+v+z0

79 re turn s i g e f f

80

81

82 #Quasi two component s o l u t i o n f o r the 3 component system

83 de f quadrat i c ( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc ) :

84 k1=K1( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc )

85 k2=K2( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc )

86 k0=K0( z )

87 s i g e f f =( k1 s q r t ( k1 ∗∗2 4∗ k0∗k2 ) ) /(2∗ k0 )

88 re turn s i g e f f

89

90 #Discr iminant func t i on f o r the 3 component system

91 de f d i s c r i ( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc ) :

92 k1=K1( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc )

93 k2=K2( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc )
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94 k3=K3( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc )

95 k0=K0( z )

96 d e l t =(k1∗k2 ) ∗∗2 4∗ k0∗k2 ∗∗3 4∗ k1∗∗3∗k3 2 7 ∗ k0∗∗2∗k3∗∗2+18∗k0∗k2∗k3∗k1

97 re turn d e l t

98

99 #Numerical s o l u t i o n f o r conduc t i v i ty o f 3 component system

100 #Set to s o l v e f o r a range o f i n s u l a t o r concen t ra t i on s under a g iven

f requency

101 #Can be used f o r DC conduc t i v i ty and low frequency d i e l e c t r i c constant

102 de f numerica l ( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc ) :

103 s i g =[ roo t s ( [ K0( z ) ,K1( f , p [ i ] , n , eta , z , cond , ins , epsra , epsrb , eps r c ) ,

104 K2( f , p [ i ] , n , eta , z , cond , ins , epsra , epsrb , eps r c ) ,

105 K3( f , p [ i ] , n , eta , z , cond , ins , epsra , epsrb , eps r c ) ] )

106 f o r i in range (0 , l en (p) ) ]

107 s i g=array ( s i g )

108 s i g=amax( s ig , a x i s =1)

109 re turn s i g

110

111 #Numerical s o l u t i o n f o r the impedance o f the d i sp e r s ed i o n i c conductor

112 #Set to s o l v e a range o f f r e q u e n c i e s under a g iven concent ra t i on

113 de f imp ( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc ) :

114 s i g =[ roo t s ( [ K0( z ) ,K1( f [ i ] , p , n , eta , z , cond , ins , epsra , epsrb , eps r c ) ,

115 K2( f [ i ] , p , n , eta , z , cond , ins , epsra , epsrb , eps r c ) ,

116 K3( f [ i ] , p , n , eta , z , cond , ins , epsra , epsrb , eps r c ) ] )

117 f o r i in range (0 , l en ( f ) ) ]

118 s i g=array ( s i g )

119 s i g=amax( s ig , a x i s =1)

120 imp=1/ s i g

121 re turn imp

122

123 # F i t t i n g Procedure LMFIT #

124 de f fcn2min ( params , p , K1, K2, K3, f ,DETA) :

125 # Def in ing Parameters #

126 n = params [ ’n ’ ] . va lue

127 eta = params [ ’ eta ’ ] . va lue

128 z = params [ ’ z ’ ] . va lue

129 cond = params [ ’ cond ’ ] . va lue

130 i n s = params [ ’ i n s ’ ] . va lue

131 epsra = params [ ’ epsra ’ ] . va lue

132 epsrb = params [ ’ epsrb ’ ] . va lue
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133 eps rc = params [ ’ eps rc ’ ] . va lue

134

135 #F i t t i n g may be done based on numerica l or a n a l y t i c a l s o l u t i o n

136 #Current ly uses a n a l y t i c a l s o l u t i o n

137 model=cardan ( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc )

138

139 #Numerical s o lu t i on based f i t t i n g i s commented out below :

140 #model=numerica l ( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc )

141 re turn model . r ea l DETA

142

143 #Def ine f i t t i n g parameters

144 #FALSE means i t ’ s not a f i t t i n g parameter , but can be i f you wish

145 params = Parameters ( )

146 params . add ( ’n ’ , 33 . 47 , True , 0 , None , None ) #conduc t i v i ty r a t i o between

space charge l a y e r and bulk

147 params . add ( ’ eta ’ , 0 . 3 , True , 0 , None , None ) #d imens i on l e s s space charge l a y e r

t h i c k n e s s

148 params . add ( ’ z ’ , 6 . , False , 0 , None , None ) #number o f bonds in network

149 params . add ( ’ cond ’ , 1 . 4 e 6 , False , 0 , None , None ) #econduc t i v i t y o f conductor

150 params . add ( ’ i n s ’ , 0 , False , 0 , None , None ) #conduc t i v i ty o f an i n s u l a t o r

151 params . add ( ’ epsra ’ , 1 1 . 3 , False , 0 , None , None ) #r e l a t i v e p e r m i t t i v i t y o f ’ a ’

152 params . add ( ’ epsrb ’ , 1 1 . 3 , False , 0 , None , None ) #r e l a t i v e p e r m i t t i v i t y o f ’b ’

153 params . add ( ’ eps rc ’ , 9 . 1 , False , 0 , None , None ) #r e l a t i v e p e r m i t t i v i t y o f ’ c ’

154

155 #Frequency and concent ra t i on taken on data . Defaulted to DC ( f=0 Hz)

156 f=0

157 p=data [ : , 0 ]

158 mini = Minimizer ( fcn2min , params , f c n a r g s =(p , K1, K2, K3, f ,DETA) )

159

160 #F i t t i n g procedure + e r r o r a n a l y s i s

161 out1 = mini . minimize ( method=’ Nelder ’ )

162 out1 = mini . minimize ( method=’ l e a s t s q ’ )

163 r e p o r t f i t ( out1 . params )

164

165 #Obtain parameters

166 n = out1 . params [ ’n ’ ] . va lue

167 eta = out1 . params [ ’ eta ’ ] . va lue

168 z = out1 . params [ ’ z ’ ] . va lue

169 cond = out1 . params [ ’ cond ’ ] . va lue

170 i n s = out1 . params [ ’ i n s ’ ] . va lue
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171 epsra = out1 . params [ ’ epsra ’ ] . va lue

172 epsrb = out1 . params [ ’ epsrb ’ ] . va lue

173 eps rc = out1 . params [ ’ eps rc ’ ] . va lue

174

175 #Solve f o r p e r c o l a t i o n t h r e s h o l d s

176 pc2 =(1 2/( z ) ) #conductor / i n s u l a t o r t r a n s i t i o n

177 yeha = lambda x : 1 x ( 1 x ) ∗∗( eta ∗∗d) 2 / z

178 pc1=newton krylov ( yeha , 0 ) #i n t e r f a c e p e r c o l a t i o n

179

180 # BASIC PLOTTING #

181 #Plots that are i n d i v i d u a l l y generated are :

182 # (1) DC Conduct iv i ty with f i t t i n g r e s u l t

183 # (2) Discr iminant func t i on

184 # (3) low frequency r e l a t i v e p e r m i t t i v i t y

185 # (4) An impedance spec t ra sampled at a range o f concen t ra t i on s

186 # I t i s up to you on which data to use and how you want to use them .

187

188 #(1) DC conduc t i v i ty with f i t t i n g r e s u l t . Ana ly t i c a l s o l u t i o n i s used

189 #You may a l s o use t h i s to f i n d r e a l conduc t i v i ty at some low frequency

190 f i g u r e (1 )

191 f i g = matp lo t l i b . pyplot . g c f ( )

192 f i g . s e t s i z e i n c h e s (7 , 7 , forward=True )

193 f=0 #s e t f requency to zero .

194 p=l i n s p a c e (0 ,1 ,1000)

195

196 s i gmae f f=cardan ( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc )

197 #Numerical s o l u t i o n commented out below

198 #s igmae f f=numerica l ( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc )

199

200 p lo t (p , s i gmae f f . r ea l , ’ b ’ , l i n ew id th =4)

201 p lo t ( data [ : , 0 ] , data [ : , 1 ] , ’ x ’ , c o l o r=’ g ’ , markers i ze =9,mew=3)

202 gca ( ) . s e t y l i m ( bottom=0)

203 x l a b e l ( r ’ $p$ ’ , f o n t s i z e =20)

204 y l a b e l ( r ’ $\ sigma$ S/cm ’ , f o n t s i z e =20)

205 t i c k l a b e l f o r m a t ( s t y l e=’ s c i ’ , a x i s=’ y ’ , s c i l i m i t s =(0 ,0) )

206 t i g h t l a y o u t ( )

207

208 #(1) Discr iminant func t i on . Plot i s normal ized to i t s va lue at p=1

209 #Also a p p l i c a b l e in low frequency

210 f i g u r e (2 )
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211 f i g = matp lo t l i b . pyplot . g c f ( )

212 f i g . s e t s i z e i n c h e s (7 , 7 , forward=True )

213 f=0 #s e t f requency to zero .

214 p=l i n s p a c e (0 ,1 ,1000)

215

216 d i s c r im=d i s c r i ( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc ) / d i s c r i ( f , 1 , n , eta ,

z , cond , ins , epsra , epsrb , eps rc )

217

218 p lo t (p , d iscr im , ’b ’ , l i n ew id th =4)

219 x l a b e l ( r ’ $p$ ’ , f o n t s i z e =20)

220 y l a b e l ( r ’ $\Delta {M=3}$ ’ , f o n t s i z e =20)

221 t i g h t l a y o u t ( )

222

223 #(3) low frequency d i e l e c t r i c p e r m i t t i v i t y . Ana ly t i c a l s o l u t i o n i s used

224 #For h igher f r e q u e n c i e s ( above ˜100 1000 Hz) use numerica l s o l u t i o n

225 f i g u r e (3 )

226 f i g = matp lo t l i b . pyplot . g c f ( )

227 f i g . s e t s i z e i n c h e s (7 , 7 , forward=True )

228 f =10 #Current ly s e t to 10 Hz

229 p=l i n s p a c e (0 ,1 ,1000)

230

231 e p s r e f f=cardan ( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc ) /(2∗ pi ∗ f ∗ eps0 )

232 #Numerical s o l u t i o n commented out below

233 #s igmae f f=numerica l ( f , p , n , eta , z , cond , ins , epsra , epsrb , eps rc )

234

235 p lo t (p , e p s r e f f . imag , ’b ’ , l i n ew id th =4)

236 gca ( ) . s e t y l i m ( bottom=0)

237 x l a b e l ( r ’ $p$ ’ , f o n t s i z e =20)

238 y l a b e l ( r ’ $\ v a r e p s i l o n r $ ’ , f o n t s i z e =20)

239 t i g h t l a y o u t ( )

240

241 #(4) An impedance spec t ra f o r a range o f concen t ra t i on s .

242 # Numerical s o l u t i o n must be used f o r t h i s purpose .

243 f i g u r e (4 )

244 f i g = matp lo t l i b . pyplot . g c f ( )

245 f i g . s e t s i z e i n c h e s (7 , 7 , forward=True )

246 f =10∗∗ l i n s p a c e ( 3 , 6 , 1 0 0 0 ) #Standard range o f 1 MHz to 1 mHz i s used

247 p=l i n s p a c e (0 , pc1 , 5 ) #Looking at Region I / I I

248

249
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250 A=1 #Set t ing area o f the e l e c t r o l y t i c c e l l (cmˆ2)

251 t =0.1 #Set t i ng t h i c k n e s s o f the e l e c t r o l y t i c c e l l (cm)

252

253 h=[None ]∗ l en (p)

254 l a b e l=h

255 f o r k in range (0 , l en (p) ) :

256 Z=imp ( f , p [ k ] , n , eta , z , cond , ins , epsra , epsrb , eps rc ) ∗A/ t

257 ax = p lo t (Z . r ea l , Z . imag , l i n ew id th =3)

258 h [ k]= ’ p = %0.2 f ’ % p [ k ]

259 l a b e l . append (h [ k ] )

260 a x i s ( ’ equal ’ )

261 gca ( ) . i n v e r t y a x i s ( )

262 x l a b e l ( r ’ $Zˆ{\prime}$ $\mathrm{\Omega\ ; cmˆ2}$ ’ , f o n t s i z e =20)

263 y l a b e l ( r ’ $ Zˆ{\prime}$ $\mathrm{\Omega\ ; cmˆ2}$ ’ , f o n t s i z e =20)

264 t i c k l a b e l f o r m a t ( s t y l e=’ s c i ’ , s c i l i m i t s =(0 ,0) )

265 l egend ( l abe l , l o c =0, f o n t s i z e =13)

266 show ( )
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